The dc Josephson effect establishes that the supercurrent flowing between two superconductors connected by a weak link (normal metal, ferromagnet or semiconductor) is given by $I_J = I_c \sin \varphi$. Here $\varphi$ is the phase difference between the superconducting electrodes and $I_c$ the critical current, i.e., the maximum supercurrent that can flow through the junction. The ground state of such a junction corresponds to a zero current state and vanishing phase difference and for that reason it is denoted as a 0-junction. In analogy, one can define a $\varphi_0$-junction with a more general current phase relation described by

$$I_J = I_c \sin(\varphi + \varphi_0).$$

The ground state corresponds to a finite phase difference $\varphi_0$ across the junction. Examples of non-zero junctions are superconductor-ferromagnet-superconductor (SFS) junctions of certain thickness with a ground state at $\varphi_0 = \pi$, predicted in 1982 [1] and first detected in 2001 by Ryazanov et al. [2].

Besides 0 and $\pi$ junctions currently there is no experimental evidence of a $\varphi_0$-junction with $0 < \varphi_0 < \pi$ for single junctions [3–5]. It was, however, theoretically suggested by A. Buzdin [6] that if the weak link is made of a non-centrosymmetric magnetic metal such a junction is possible. This prediction has been originally formulated in terms of the Ginzburg-Landau (G-L) theory written in the presence of a Rashba-like SOC and an exchange field. $\varphi_0$-junctions have been also analyzed in different types of ballistic junctions with the Rashba SOC [7]. The universality of this result in the presence of disorder or a generic SOC is however questionable, and no further conclusions can be drawn from previous works.

In this letter we address this question and present a complete theoretical description of the Josephson effect through a weak link with arbitrary linear in momentum SO and disorder. First, by using the analogy of SOC to a SU(2) gauge field and simple symmetry arguments we set the conditions for the $\varphi_0$-junction to exist in a ballistic system, and demonstrate the connection between $\varphi_0$-junction behavior and the Edelstein effect in superconductors [8]. In a second part we use the SU(2) covariant Eilenberger equation [9] to show that SOC-induced SU(2) Lorentz force is responsible for the intrinsic $\varphi_0$ for an arbitrary degree of disorder. Finally we analyze in detail the Josephson current in a diffusive SNS junctions with Rashba SOC and a spin-splitting field and compute the phase $\varphi_0$ for a broad range of parameters.

Our starting point is the following Hamiltonian describing a ferromagnetic metal with a linear in momentum SOC

$$H_0 = \frac{1}{2m} (p_j - \hat{A}_j)^2 + \hat{A}_0 + V_{\text{imp}},$$

where $V_{\text{imp}}$ is the random potential of impurities, $\hat{A}_0 = \frac{1}{2} A^a \sigma^a \equiv h^a \sigma^a$ describes the exchange field of a ferromagnet, and $\hat{A}_j = \frac{1}{2} A^a \sigma^a$ parametrizes a generic SOC ($\sigma^a$ are the Pauli matrices) [10]. According to Eq. (2) the SOC and the Zeeman coupling [11] enter the problem as the space ($\mu = j$) and the time ($\mu = 0$) components of an effective background SU(2) gauge field $\hat{A}_\mu$ [12–15], which implies the form invariance of the Hamiltonian under local SU(2) gauge transformations [16].

The general symmetry origin of $\varphi_0$-junctions can be analyzed at the level of the G-L theory in ballistic structures. It has been recognized in Ref. [6] that the appearance of $\varphi_0$-junction is ultimately related to the existence of a Lifshitz-type invariant in the free energy $F_L \sim T^2 \tilde{v}_s \sim T^2 \partial_\varphi$, where $\tilde{v}_s$ is the superfluid velocity and $\varphi$ is the phase of the condensate. Such an invariant requires the existence of a polar vector $T$ that is odd under time reversal [17]. For a system described by the Hamiltonian (2) the form of this vector can be uniquely constructed using the SU(2) gauge symmetry arguments. As the energy must be SU(2) gauge invariant [14], so has to be the vector $T$. Hence, the components $\hat{A}_\mu$ can enter...
only via trace of powers of the SU(2) field strength tensor
\[ \tilde{F}_{\mu\nu} = \frac{1}{2} F_{\mu
u}^a \sigma^a = \partial_\mu \hat{A}_\nu - \partial_\nu \hat{A}_\mu - i [\hat{A}_\mu, \hat{A}_\nu]. \] (3)

To the lowest order in SOC the vector with required properties is uniquely defined as \( T_{i} = \text{tr}(\hat{F}_{0k} \hat{F}_{ki}) \), thus
\[ F_L \sim \text{tr}(\hat{F}_{0k} \hat{F}_{ki}) v_{s,i} = (E^a \times B^a) v_s, \] (4)

where \( E^a = F^a_{0k} \) and \( B^a = \varepsilon_{ijk} \hat{F}_{jk} \) are the SU(2) electric and magnetic field vectors, respectively. Therefore the \( \varphi_0 \)-junction behavior requires a configuration of the Zeeman and SO couplings for which a cross product of the effective SU(2) electric and magnetic fields has a component along the Josephson current. In the static case the SU(2) electric field is given by \( \hat{F}_{0k} = -\nabla_k \hat{A}_0 \), where \( \nabla_k = \partial_k \cdot -i[\hat{A}_k, \cdot] \) is the covariant derivative. Therefore the Lifshitz invariant of Eq. (4) can be written as \( F_L \sim \text{tr}(\hat{A}_k \nabla_k \hat{F}_{ki}) v_{s,i} \). This representation makes a connection of the \( \varphi_0 \)-junction behavior to the Edelstein effect in superconductors with SOC [8]. Indeed, the relevant contribution to the free energy can be interpreted as a Zeeman coupling of the exchange field to the Edelstein spin density \( \delta S \sim v_{s,i} \nabla_i \hat{F}_{ki} \) induced by the supercurrent. Thus the \( \varphi_0 \)-junction is realized if the Josephson current through the link generates (via the SOC) a spin component parallel to the exchange field. For the explicit \( \hat{A}_k \) of the Rashba SOC [10] we find \( F_L \sim \alpha^2 (h \times \hat{z}) v_s \).

Thus, by using only symmetry arguments we recover (up to a numerical factor) the result of lengthy calculations in Ref. 8 and show that in general the \( \varphi_0 \)-junction effect is at least cubic in SOC constant. In the rest of this letter we demonstrate that the symmetry-based existence conditions remain valid even in the diffusive limit although the explicit form of \( \varphi_0 \) becomes quite different from that predicted by the G-L theory of clean superconductors.

Formally, conditions for the existence of an intrinsic \( \varphi_0 \) in a SNS junction can be determined at the level of the Eilenberger equation in the ferromagnetic N layer. To obtain this equation we introduce the gauge covariant quasiclassical Green’s functions [18–20] and focus on the stationary case, in which the Eilenberger equation follows directly from Eq. (40) of Ref. 18,
\[ v_F n_k \nabla_k \hat{g} + \left[ (\omega - i \hat{A}_0) \gamma_3, \hat{g} \right] - \frac{1}{2m} \left\{ \hat{F}_{jk}, n_j \frac{\partial}{\partial n_k} \hat{g} \right\} = - \frac{1}{\tau} \left[ \langle \hat{g} \rangle, \hat{g} \right] \] (5)

where \( \hat{g}(\omega, n, r) \) is the 4x4 quasiclassical covariant Green’s function matrix in Nambu-spin space, which depends on the Matsubara frequency \( \omega \), the direction \( n \) of the momentum at the Fermi surface (FS), and the spatial coordinate \( r \). In Eq. (5) \( \tau \) is the momentum relaxation time due to impurities and \( \langle ... \rangle \) stands for the \( n \)-average. The SOC enters this equation via the covariant derivative in the first term, and via the SU(2) magnetic field \( \hat{F}_{jk} \) in the last term in the r.h.s. The former leads to a SOC-induced spin precession, while the latter describes the SU(2) Lorentz force that causes a spin-dependent deflection of trajectories of the FS electrons [21]. In the normal metals the SU(2) Lorentz force is the origin of the spin Hall and the Edelstein effects [20, 22]. Below we show that in superconductors the SU(2) Lorentz force is also responsible for the intrinsic anomalous phase \( \varphi_0 \).

To simplify the further analysis we assume that either the proximity effect is weak (due to a small barrier transmission between the S electrodes and N), or the temperature \( T \) is close to the critical superconducting temperature \( T_c \). In this case the anomalous Green’s function \( \hat{f} \) in the N region is small and the full \( \hat{g} \) is approximated as \( \hat{g} \approx \left( \frac{\text{sgn}\omega}{\omega} \hat{f} \right) \), where \( \hat{f}(n) = \sigma_y \hat{f}^*(\mathbf{n}) \sigma_y \) is the time-reversal conjugate anomalous function. Then Eq. (5) can be linearized:
\[ v_F n_k \nabla_k \hat{f} + \left\{ (\omega - i \hat{A}_0), \hat{f} \right\} - \frac{1}{2m} \left\{ \hat{F}_{jk}, n_j \frac{\partial}{\partial n_k} \hat{f} \right\} = - \frac{\text{sgn}\omega}{\omega} \left( \hat{f} - \langle \hat{f} \rangle \right) \] (6)

We first assume that the S/N interfaces have high boundary resistance \( R_b \). Thus, the boundary conditions (BCs) at the interfaces (located at \( x = 0, L \)) read [?] 
\[ \pm \text{sgn}\omega \cdot n_x \hat{f} \big|_{x=0,L} = \frac{T}{4} f_{BCS} e^{\pm i \frac{\tau}{2}} \] (7)

where \( f_{BCS} = \Delta/\sqrt{\Delta^2 + \Delta^2} \) is the BCS bulk anomalous Green’s function in the left and right superconducting leads, \( \varphi \) is the given phase difference across the junction, and \( \tau \) is the transmission coefficient which for simplicity is assumed to be momentum independent. The corresponding equations for \( \hat{f} \) are obtained by applying the operation of time reversal, \( \hat{O}(n) = \sigma_y \hat{O}^*(\mathbf{n}) \sigma_y \), to Eqs. (6)-(7). In terms of the anomalous Green’s functions the Josephson current density is given by
\[ j_k = \frac{i e \pi}{2} N_0 v_F T \sum_{\omega} \text{sgn}\omega \cdot \text{tr}_{\sigma} (n_k \hat{f}, \hat{f}) \] (8)

where \( N_0 \) is the normal density of states at the Fermi level.

A striking signature of the \( \varphi_0 \)-junction is a nonzero anomalous Josephson current \( I_f = I_s \sin \varphi_0 \) in the absence of the external phase difference, \( \varphi = 0 \). From Eqs. (6)-(7) and their time-reversal conjugate for \( \varphi = 0 \) one easily finds that if \( \hat{F}_{k3} = 0 \) then \( \hat{f}(n) = \hat{f}(\mathbf{n}) \) and therefore after averaging over the momentum direction in Eq. (8) the Josephson current vanishes. On the other hand, if \( \hat{F}_{k3} \neq 0 \) and \( \hat{A}_0 = 0 \) we find the relation \( \hat{f}(\omega) = \hat{f}(-\omega) \) and the current again vanishes upon the frequency summation. Hence a nonzero \( \varphi_0 \) can appear only due to a simultaneous action of the SOC-induced
SU(2) Lorentz force and the exchange field. We now refine further this argument for the diffusive limit, in which the Eilenberger equation reduces to a diffusion-like equation for the anomalous Green's functions, the so-called Usadel equation [23].

To derive the Usadel equation in the presence of the SU(2) magnetic field we follow the standard route [18, 24]. In the diffusive limit the relaxation time \( \tau \) plays a role of the small parameter. Due to frequent collisions with impurities the Green's function becomes almost isotropic \( \hat{f} \approx \hat{f}_0 + n_k \hat{f}_{1,k} \), where \( \hat{f}_0 = \langle \hat{f} \rangle \) and the vector \( \hat{f}_{1} \) determines the leading anisotropic correction. Inserting this ansatz into Eq. (6) and performing expansion in \( \tau \) we find

\[
\hat{f}_{1,k} = -\text{sgn} \omega \cdot \tau \nu_F \hat{\nabla}_k \hat{f}_0 - \frac{\tau^2 \nu_F}{2m} \{ \hat{f}_{kj} , \hat{\nabla}_j \hat{f}_0 \} - i\tau^2 \nu_F \{ \hat{\nabla}_k \hat{f}_0 , \hat{f}_0 \} ,
\]

whereas the isotropic term \( \hat{f}_0 = \langle \hat{f} \rangle \) obeys the linearized Usadel equation

\[
D \hat{\nabla}^2 \hat{f}_0 - 2|\omega| \hat{f}_0 + isgn \omega \{ \hat{A}_0 + \tau D \hat{\nabla} \hat{f}_0, \hat{f}_0 \} + sgn \omega \cdot \tau D \left\{ \frac{1}{k_m^2} \hat{\nabla}_j \hat{f}_{jk} + \hat{\nabla}_k \hat{f}_0, \hat{\nabla}_j \hat{f}_0 \right\} = 0 .
\]

Here \( D \) is the diffusion coefficient. The Josephson current and the BCs in the diffusive regime are obtained by inserting the form \( \hat{f} \approx \hat{f}_0 + n_k \hat{f}_{1,k} \) into Eqs. (8) and (7), respectively, and performing the \( n \)-average. Notice that the SU(2) magnetic field enters the Usadel equation of Eq. (10) only in a form of the covariant divergence \( \hat{\nabla}_j \hat{f}_{jk} \). Importantly, only the term \( \sim \hat{\nabla}_j \hat{f}_{jk} \) changes sign under time reversal thus making Eq. (10) for \( \hat{f}_0 \) different from its time-reversal counterpart for \( \hat{f}_0 \). If SOC is such that \( \hat{\nabla}_j \hat{f}_{jk} = 0 \) then for \( \phi = 0 \) we have \( \hat{f}_0 = \hat{f}_0 \) which implies vanishing anomalous Josephson current and \( \varphi_0 = 0 \) or, possibly, \( \varphi_0 = \pi \). A closer inspection of Eq. (10) shows that we can get a nontrivial \( \varphi_0 \) only if \( T_k = \text{tr}(\hat{A}_0 \hat{\nabla}_j \hat{f}_{jk}) \) has a nonzero component in the direction of spatial inhomogeneity (the direction of the current). This fully agrees with the analysis of the Lifshitz invariant in the free energy. It is worth noting that the quantity \( \hat{\nabla}_j \hat{f}_{jk} \) determines the equilibrium spin current \( J^a_0 \) in the normal state [14]. Hence the condition for the existence of \( \varphi_0 \)-junction can be restated as \( h^a J^a_0 \neq 0 \).

Equation (10) describes the condensate in a diffusive normal region with arbitrary (possible inhomogeneous) SOC and spin-splitting field. Here, as a specific example we consider a SNS lateral junction with a Rashba SOC corresponding to \( A^x = \alpha \) and \( A^y = -\alpha \). Since for this configuration of SO fields the interesting effects are proportional only to the component of \( A^x \) perpendicular to the current direction \( x \), we assume that \( A^x_0 = h\sigma_y \).

The general solution of Eq. (10) has the form \( \hat{f}_0 = f_s - isgn \omega f_t \sigma^y \), where \( f_s \) and \( f_t \) are the singlet and triplet components of the condensate [25]. The general Usadel equation simplifies as follows

\[
\partial^2_x f_s - \kappa_x^2 f_s + \kappa_t^2 f_t - 2i\kappa_{\alpha} \partial_x f_t = 0 \quad (11)
\]

\[
\partial^2_x f_t - (\kappa_x^2 + \alpha^2) f_t - \kappa_t^2 f_s + 2i\kappa_{\alpha} \partial_x f_s = 0 \quad (12)
\]

where \( \kappa_x^2 = 2|\omega|/D, \kappa_t^2 = 2h/D, \kappa_{\alpha} = \tau\alpha^3/4m \), and we have neglected terms of the order \( (\alpha d)^2 \). The term \( \alpha^2 \) in Eq. (12) comes from the covariant Laplacian \( \hat{\nabla}^2 \hat{f}_0 \) in Eq. (10) and describes the Dyakonov-Perel (DP) relaxation of the triplet component [18]. The effect of the SU(2) Lorentz force is encoded in the parameter \( \kappa_{\alpha} \). Notice that structurally similar equations have been considered in Ref.[26] in the context of the spin-hall effect.

Equations (11), (12) have to be complemented with BCs at the interfaces with the superconducting leads at \( x = 0, L \). We analyze two type of interfaces: (i) those with a finite resistance \( R_0 \) described by the generalized Kupriyanov-Lukichev BCs [27] which follow from Eq. (7)

\[
[\partial_x f_s - i\kappa_{\alpha} f_t]_{x=0,L} = \pm \gamma f_{BCS} e^{\pm i\varphi/2}, \quad \partial_x f_t|_{x=0,L} = 0 \quad (13)
\]

and (ii) those fully transparent for which the Green’s functions are continuous at the interfaces, that is \( \hat{f}_0|_{x=0,L} = f_{BCS} e^{\pm i\varphi/2} \). Eqs. (11)-(12) together with the BCs determines completely the anomalous Green function in the N region in the presence of SOC. In terms of \( f_s \) and \( f_t \) the Josephson current is given by

\[
\tilde{j} = \frac{\pi \sigma_N}{e} T \sum_\omega \text{Im} \{ f_s^* (\partial_x f_s - 2i\kappa_{\alpha} f_t) - f_t^* \partial_x f_t \} ,
\]

where \( \sigma_N = 2e^2 N_0 D \) is the conductivity in the normal state.

In principle the boundary problem defined by Eqs. (11)-(12) and the corresponding BCs is linear and can be solved analytically. One can demonstrate by using Eq. (14) that the current is given by Eq. (1). Here we present compact expressions for \( \varphi_0 \) that are obtained in
certain limiting cases. For a weak SOC we disregard the DP term $\alpha^2$, and assume that $\kappa_\alpha \ll |\kappa| \equiv \sqrt{\kappa_0^2 + \kappa_\alpha^2}$. Furthermore, assuming that the temperature is large enough ($T \gg \Delta(T)$) we keep in Eq. (14) only the contribution of the lowest Matsubara frequency ($\omega = \pi T$). Then, using BCS of Eq. (13), which corresponds to SN interface with a finite resistance $R_0$, one obtains

$$\varphi_0^{R_0} \approx \arctan \left\{ \frac{\tanh(\kappa_\alpha L) \text{Im} [\kappa \sinh(\kappa L)]}{\text{Re} [\kappa \sinh(\kappa L)]} \right\}$$

(15)

In the case of fully transparent interfaces (zero SN resistance) the anomalous phase takes the form

$$\varphi_0^0 \approx \arctan \left\{ \frac{\tanh(\kappa_\alpha L) \text{Im} [\kappa^* \sinh(\kappa L)]}{\text{Re} [\kappa^* \sinh(\kappa L)]} \right\}$$

(16)

To the lowest order in $h$ Eqs. (15),(16) simplify as follows

$$\varphi_0^{R_0,0} \approx \frac{\kappa_T^2}{2\kappa_T^2} \tanh(\kappa_\alpha L) \left[ \frac{\kappa_T L}{\tanh(\kappa_T L)} \pm 1 \right],$$

(17)

where $\kappa_T = \sqrt{2\pi T/D}$. From this equation one can see that in the long junction limit ($\kappa_T L \gg 1$) $\varphi_0$ is the same in both cases. In the opposite limit ($\kappa_T L \ll 1$) the result depends strongly on the type of interface: While for a finite $R_0$ $\varphi_0^{R_0} \approx (\kappa_0^2/\kappa_\alpha^2)\kappa_\alpha L$, for the fully transparent interface $\varphi_0^0 \approx \kappa_0^2/\kappa_\alpha^2 L^3/6$. Thus in short junctions the effect is much weaker for transparent interfaces.

Now we turn to the full numerical solution of the boundary problem and determine the phase $\varphi_0$. Fig. 1 shows the length dependence of $\varphi_0$ for junctions with finite $R_0$. Panel (a) clearly shows that in the absence of SOC ($\kappa_\alpha = 0$, blue horizontal lines), $\varphi_0$ can only equals to 0 and $\pi$, as it is well known from the theory of SFS junctions[1]. However, for finite values of $\kappa_\alpha$, $\varphi_0$ can range between 0 and $2\pi$. Panel (b) demonstrates that the range of possible values of $\varphi_0(L)$ increases with increasing the value of $h$. From panels (a) and (b) we confirm that both $h$ and $\kappa_\alpha$, have to be finite in order to get a $\varphi_0$-junction. The effect of the DP relaxation term ($\alpha$) on $\varphi_0$ is analyzed in Fig. 1c. It is known that large enough extrinsic SOC suppresses the triplet correlations [25]. This explains the suppression of $\varphi_0$ towards 0 by increasing $\alpha$ (see Fig. 1c). Finally, panel (d) in Fig. 1 shows a weak variation of the $\varphi_0(L)$ by varying the temperature.

The spin-splitting field can be either the intrinsic exchange field of a ferromagnet or can be induced by applying an external magnetic field. In the latter case one could tune the value of $\varphi_0$ by means of an external magnetic field, as shown in Fig.2a. It is interesting to note that in the presence of a finite $\kappa_\alpha$ the switch on of a magnetic field leads to an enhancement of the current through the junction. If $\kappa_\alpha = 0$ only the $\varphi_0 = 0, \pi$ are possible. The full dependence of $\varphi_0$ on $\kappa_\alpha$ is shown in Fig. 2c for different values of the spin-splitting field $h$. The value of $\varphi_0$ can also be tuned by changing the temperature as shown in Fig.2. Finally, the dependence $\varphi_0(L)$ in the case of a finite and vanishing interface resistance are shown in Fig.2d. Although the curves are qualitatively very similar there is a clear quantitative difference, specially in short junctions in accordance with the analytic expressions obtained above.

In conclusion, we presented a SU(2) covariant theory, which allows for the full description of the $\varphi_0$-junction behavior in SNS structures with linear in momentum SOC and a spin-splitting field. Simple symmetry arguments at the level of the covariant Eilenberger equation, show that a finite phase $\varphi_0$ [see Eq. (1)], with $0 < \varphi_0 < \pi$, can appear due to a simultaneous action of the SOC-induced SU(2) Lorentz force and the spin-splitting field, independently of the degree of disorder. In particular, we have computed the Josephson current in a diffusive SNS structure, and set the conditions for the $\varphi_0$-junction behavior as a function of different parameters. We finally demonstrated that for short junctions a finite resistance between the S and the N leads to a larger value of $\varphi_0$.
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The $\varphi_0$ behavior can be realized in a hybrid configuration of 0- and $\pi$-junctions in parallel as shown in Refs.[4, 5].


A particular case of the Rashba SOC[28], $H_R = \frac{\alpha}{m}(p \times \hat{z}) \sigma$, corresponds to $A_x^y = \alpha$ and $A_y^x = -\alpha$ and all other components are zero.

The origin of the Zeeman spin-splitting field in the Hamiltonian Eq. (2) can be either an external magnetic field applied in the plane of the N bridge, or the intrinsic exchange field of a ferromagnet in a SFS junction.


The SU(2) gauge transformation corresponds to a local rotation of spinor wave functions $\psi \mapsto \hat{U}\psi$ with a SU(2) matrix $\hat{U}$, supplemented with the transformation of the potential $\hat{A}_\mu \mapsto \hat{U}\hat{A}_\mu\hat{U}^{-1} - i(\partial_\mu \hat{U})\hat{U}^{-1}$.

It is worth noting that a t-odd polar vector has a symmetry of a toroid moment [29]. The “phase generation” effect in a hypothetical superconductor with a toroidal ordering was discussed long ago in ref. [30].