Excited states of the green fluorescent protein chromophore: Performance of \textit{ab initio} and semi-empirical methods
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The complex photophysical properties of fluorescent proteins give rise to a wide field of applications as markers in molecular biology. Understanding these properties is essential for rational genetic engineering of new fluorescent proteins. Here, theoretical models are required to support the interpretation of structural and spectroscopic experimental data. This requires the accurate and reliable prediction of excited-state features of the chromophore and its interactions with the protein matrix. Here, we compare calculations of absorption and emission energies of semi-empirical (OM2/MRCI, ZINDO/S, and TD-DFTB) and \textit{ab initio} (SORCI, CC2, and TDDFT) approaches for the HBDI chromophore \textit{in vacuo} and wild-type green fluorescent protein (GFP) using QM/MM models. We discuss the influence of electrostatic fields, the chromophore geometry, the size of the QM region, and methodological aspects, in particular charge-transfer states in TDDFT and the applicability of real-space TDDFT codes. We revisit previous opposing theoretical studies and benchmark gas-phase measurements.

Proton transfer wire of wild-type green fluorescent protein (wt-GFP).

1 Introduction Since the publication of the first X-ray crystal structures of the green fluorescent protein (GFP) in 1996 [1, 2], many theoretical studies have been performed to determine the protonation states and structural features of the chromophore and binding pocket that give rise to the fascinating spectroscopic features of this protein. A challenge that appears to remain until now is to accurately predict the absorption maximum of its chromophore, 4-hydroxybenzylidene-2,3-dimethyl-imidazolinone (HBDI) in different protonation states and different environments. Early INDO/S calculations [3] assigned the two absorption peaks at 477 and 397 nm to the zwitterionic and cationic form, respectively. This was later revised by OM2/MRCI calculations [4], which obtained 2.79 eV for the anionic and 3.71 eV for the neutral HBDI \textit{in vacuo} and suggested a realistic scheme of GFP photophysics based on calculated
excited-state reaction barriers for photoisomerization. Afterwards, the first experimental absorption energy for anionic HBDI in vacuo was published (2.59 eV) [5]. A SAC-CI study [6] obtained considerably lower excitation energies on B3LYP geometries for anionic (2.22 eV) and neutral (3.33 eV) HBDI and also fluorescence energies based on the CIS/6-31G* geometry of the S1 minimum (2.14 and 2.82 eV for anionic and neutral forms). A following CASPT2(12,11) study [7] reported anionic state excitation (emission) energies of the smaller HBI analog (CASSCF geometry) of 2.67 (2.44 eV), respectively, again closer to the OM2/MRCI results, but the corresponding Stokes shift is much larger than the experimental one for GFP [8, 9]. A proceeding CASSCF/CASPT2 study [10], however, emphasized the importance of solvent effects on chromophore geometry and charge distribution, in particular for anionic form. They observed an enhanced charge-transfer (CT), which may increase the potential of the protein to tune the absorption energy and suggests a combination of electrostatic and steric interactions responsible for the quenching of internal conversion in the protein.

Using a larger CAS(14,13) reference, Li et al. [11] reported MS-CASPT2 results similar to those of [7] and SAC-CI excitation energies that are lower (anionic 2.55 eV and neutral 3.67 eV). Also TD-B3LYP (2.57 eV) and ZINDO/S (2.60 eV) calculations [12] reproduced the experimental gas-phase reference for anionic HBDI. Filippi et al. [13] performed MS-CASPT2/cc-pVDZ calculation using a different zeroth-order Hamiltonian, which changes the result by up to 0.45 eV. They obtained significantly higher absorption energies for the anionic (2.92) and lower for the neutral HBDI (3.58 eV). They report a multiconfigurational character of S1 in neutral HBDI and require a CAS(14,13) for converged CASPT2 results. They find a high anionic value also from EOM-CCSD, TDDFT, and QMC (2.93–3.04 eV) and question the experimental value of 2.59 eV. Rajput et al. [14] measured action spectra of neutral HBDI analogs that are augmented with a positive spectator charge. For their analog “E,” where the spectator charge (N Me3 fragment) is separated from the HBDI by methyl groups, they also presented CC2 and TD-B3LYP calculations, which are in excellent agreement with experiment. These calculations, however, were not in agreement regarding the shift between the analogs with spectator charge and the true neutral HBDI. The case of the neutral chromophore is interesting because most theoretical methods predict gas-phase absorption significantly blue-shifted compared to solution spectra (3.30–3.40 eV) [15]. The absorption maximum in GFP (3.10 eV) is even further red-shifted than in solution, whereas the anionic B form in GFP absorbs still around 2.60 eV, similar to many gas-phase calculations.

In this article, we revisit the performance of theoretical methods for application to HBDI in vacuo and to GFP in an QM/MM approach and discuss their dependence on basis sets, geometry, and aspects of QM/MM models, in particular equilibration via MD simulation and the extend of the QM region. We report SORCI and semi-empirical OM2/MRCI calculations, which are much less sensitive to the quality of the reference than CASPT2 calculations, and compare them with CC2 calculations to elucidate the role of static correlation. Further, we reinvestigate the shift between neutral HBDI and analog “E” of Rajput et al. to alleviate the interpretation of the experimental benchmark data. Finally, we test a real-space TDDFT code for its applicability to QM/MM problems.

2. Computational details For gas-phase calculations on HBDI, the geometry was optimized using HF, DFT (PBE and B3LYP functionals), MP2, and the CC2 method, as implemented in turbonle [16]. For geometry optimization, the def2-TZVP basis set was used. Ground-state single point calculations with the CEPA/1 and CCSD(T) methods [17] were performed with orca [18] using B3LYP-optimized geometries and the aug-cc-pVTZ basis set. Excited-state calculations were performed with TDDFT (PBE and B3LYP functionals) and CC2 (turbonle), SORCI [19] (orca [18]), and semi-empirical methods (see below). For excitation energy calculations, the employed basis sets are 6-311++G(d,p) (TDDFT) and Ahlrich’s SV(P) basis augmented with diffuse functions from the aug-cc-pVDZ set (CC2 and SORCI). CC2 test calculations with larger basis sets (see Supporting Information) indicate convergence of the aug-SV(P) results within 0.05 eV. In the SORCI calculations, we use a CAS(2,2) reference in the preliminary MRDDCI2 calculations to produce approximate natural orbitals (ANO). The final MRDDCI3+Q calculations are carried out using a reference which covers 13 ANO’s of π character and configurations selected (T pre = 10−3) from a RAS(14; 6 22/2 S) 2 space. The unselected configurations (T ur = 10−4) are treated with perturbation theory.

Semi-empirical OM2/MRCI calculations [20] were performed with version 6.1 of the MNDO99 program using active orbital windows of (26,24) and (28,28) for QM1 and QM2 regions, respectively. The active orbitals are selected from a preliminary CI run. The reference space comprised the HF and the HOMO–LUMO singly excited determinants. ZINDO/S and TDDFT calculations with the CAM-B3LYP [21] and LC-BLYP [22] functionals were performed with Gaussian03 [23]. For ZINDO/S excitation energies, all valence orbitals were included in the CIS expansion. TD-DFTB [24, 25] calculations were performed using the mio parameter set [26].

Real space TDDFT calculations were performed with octopus [27] (revision 6194) using Troullier and Martins type pseudopotentials for core electrons and a grid spacing of 0.175 Å. The simulation box consists of atom-centered spheres with a fixed radius, the influence of which is discussed in detail in Section 3.3.

GFP calculations employ the hybrid quantum mechanical molecular mechanical (QM/MM) approach using the CHARMM force field [28] for the MM region. For molecular dynamics (MD) simulations and geometry optimization, the SCC-DFTB method [26] with third-order correction [29]
was used as the QM method. For excited-state calculations, the point charges of the CHARMM force field are used in the external potential of the QM Hamiltonian (electronic embedding). The protein setup is based on the 1.85 Å X-ray crystallographic structure of Van Thor et al. [30] (PDB code 1W7S). Standard protonation states are assumed, except for the chromophore and Glu222 in the I and B state. The screening effect of bulk solvent on the surface-exposed charged amino acids was accounted for by the charge scaling scheme proposed by Dinner et al. [31] The stability of the setup was tested by extended MD simulations (1 ns for each setup). In the geometry optimizations and MD simulations, heavy atoms separated by more than 10 Å from any chromophore atom where harmonically constrained to their crystallographic positions with force constants based on their B-factors. In a range between 10 and 5 Å, the force constants were scaled down to zero, that is, within 5 Å from the chromophore no constraints were applied.

Despite high resolution, the 1W7S structure does not resolve two additional water molecules that are found in the 1EMA structure [1] of the S65T mutant (W383 and W320). These connect to the three water molecules above the chromophore that form a hydrogen bonded network (HBN) connecting Glu222, Thr203, Gln69, Ser65, and the backbone of Val68. During MD simulations, we find one of these water molecule repeatedly escaping into the cavity that is occupied by W383 and W320. As suggested by Helms et al. [32], we include these two water molecules in our setup, which yields a stable HBN and water positions in good agreement with the X-ray structure. The same cavity provides space for a third water molecule. When added, we obtain a very similar HBN that is also consistent with the X-ray structure. These two alternative setups are referred to as “add2w” and “add3w” below.

The structure of the B-form was built by manually transferring the proton from Tyr66 to Glu222 and re-orienting Thr203 to form a hydrogen bond with the phenolate group of the anionic chromophore (see Fig. 1). This structure is stable in our MD simulations.

We use two different QM regions. A minimal QM1 region (36 atoms) that contains the three chromophore residues and backbone C and O of Phe64. A larger QM2 region (73 atoms) adds the HBN that connects the chromophore phenol with the proton acceptor Glu222 (Thr203, water 223, and Ser205) and waters 80, 220, and 245 (see Fig. 1). The larger QM region allows for inter-residual charge exchange that may affect the excitation energy. It also yields a more accurate structure from the QM/MM optimization.

### 3 Results and discussion

#### 3.1 Proton affinities

As Table 1 shows, the proton affinities of the glutamic acid side chain (Glu) and the HBDI chromophore are calculated in very good agreement by DFT and post-HF methods. We use the CEPA/1 method as a reference, which yields results that reside within those of CCSD and CCSD(T). In case of Glu, the CCSD(T) value is 15.39 eV and is framed by the MP2 and the CEPA/1 results. OM2 underestimates the PA of both molecules, but the resulting difference compares well, due to error cancelation. Adding $\pi$ correlation to the OM2 calculation of HBDI does not alter the PA. DFTB and the PBE functional underestimate the PA of HBDI by 0.4 eV (10 kcal/mol). In systems with an excess charge that can delocalize within a conjugated $\pi$-system, GGA’s tend to exaggerate this delocalization and the charged species is described too stable with respect to the neutral one. In the case of a protonated Schiff base, for example, this leads to an overestimation of the PA by 9 kcal/mol, as the charged species is the protonated cation [33]. A natural population analysis, however, shows that the negative excess charge of the anionic form is already delocalized at the HF level. PBE, therefore, yields an almost even distribution between the phenolate and the imidazole rings, similar to HF or CASSCF (see Ref. [10]). As shown by Altoé et al., charge localization increases in solution. As we discuss below, this applies also to the protein environment.

<table>
<thead>
<tr>
<th></th>
<th>DFTB</th>
<th>OM2</th>
<th>PBE</th>
<th>B3LYP</th>
<th>MP2</th>
<th>CC2</th>
<th>CEPA/1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Glu</td>
<td>15.42</td>
<td>14.00</td>
<td>15.24</td>
<td>15.33</td>
<td>15.27</td>
<td>15.17</td>
<td>15.47</td>
</tr>
<tr>
<td>$\Delta$</td>
<td>0.93</td>
<td>0.57</td>
<td>0.80</td>
<td>0.70</td>
<td>0.63</td>
<td>0.74</td>
<td>0.55</td>
</tr>
</tbody>
</table>

The aug-cc-pVTZ basis was used for single point calculations and the def2-TZVP set was used for geometry optimization.
3.2 Excitation energies If noted otherwise, our discussion of excitation energies always refers to the lowest valence $\pi - \pi^*$ transition, which dominates the low-energy absorption spectrum. In the case of TDDFT with pure LDA/GGA functionals and TD-DFTB, there are both Rydberg and CT excitations that appear at lower energies than the spectroscopic state, but mostly with low oscillator strength. The states of different methods are assigned in terms of their molecular orbitals and transition weights (TDDFT), amplitudes (CC2), or configuration coefficients (CI-expansions). The oscillator strength is used to cross-check this assignment.

As Table 2 shows, the absolute excitation energy of the HBDI chromophore in vacuo is reasonably well reproduced by the applied semi-empirical and ab initio methods, with errors in the usual range. Merely the overestimation of the anionic HBDI by TD-B3LYP (0.48 eV) and TD-CAM-B3LYP (0.65 eV) appears remarkable. More interesting is the prediction of the shift due to protonation of the chromophore. Here, we find quite some variation between the methods ranging from 0.2 to 1.0 eV. No experimental data of neutral HBDI in vacuo is available, as action spectroscopy requires charged species. The closest experimental benchmark system is a neutral HBDI augmented with a “spectator charge” shielded by methyl groups (model E analog in Ref. [14]). The shift between this analog and anionic HBDI is best reproduced by SORCI and ZINDO/S, with a same high coefficient for the HOMO–LUMO singly excited configuration and the same reference weight for both protonation states. Also the $\Delta$ anionic–neutral result for model E of [14], but not that for the true neutral HBDI, which appears to be a misprint in Ref. [14].

Further, we do not find any multi-reference character for the $S_1$ state in neutral HBDI, as indicated by the CASSCF calculations of Ref. [13]. The D1 diagnostic from the CC2 calculation is small (0.075), even smaller than that of the anionic HBDI $S_1$ state (0.108). The same applies to the norm of the T2 amplitude, also an empirical indicator for multi-reference character, which is 0.078 for neutral and 0.092 for anionic HBDI. In our SORCI calculations, we obtain the same high coefficient for the HOMO–LUMO singly excited configuration and the same reference weight for both protonation states. Also the $S_0$–$S_1$-averaged natural orbital occupations from the MRDDCI2 wave functions are similar.

Table 3 shows how calculated excitation energies depend on the method used for geometry optimization. PBE geometries agree remarkably well with CC2 optimized ones, whereas B3LYP geometries result in slightly higher excitation energies. HF is not recommended, resulting in significantly blue-shifted spectra. The same applies for CASSCF (see Li et al. [11]).

Depending on the treatment of electron correlation, the resonance structures are differently weighted, which is reflected in the bond lengths of conjugated systems. As these weights are very different for the ground and excited state, this variation in geometry translates directly into a variation in excitation energy. In the case of linear polyenes, a simple linear correlation between the bond length alternation...
Table 3 HBDI gas-phase absorption energy (eV): Geometry dependency.

<table>
<thead>
<tr>
<th>Geometry</th>
<th>GBLA</th>
<th>TD-PBE</th>
<th>TD-B3LYP</th>
<th>CC2</th>
<th>SORCI</th>
</tr>
</thead>
<tbody>
<tr>
<td>anionic HBDI</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DFTB</td>
<td>−0.820</td>
<td>2.83</td>
<td>2.96</td>
<td>2.77</td>
<td>2.44</td>
</tr>
<tr>
<td>PBE</td>
<td>−0.811</td>
<td>2.89</td>
<td>3.02</td>
<td>2.84</td>
<td>2.51</td>
</tr>
<tr>
<td>CC2</td>
<td>−0.822</td>
<td>2.88</td>
<td>3.02</td>
<td>2.84</td>
<td>2.49</td>
</tr>
<tr>
<td>B3LYP</td>
<td>−0.797</td>
<td>2.93</td>
<td>3.07</td>
<td>2.88</td>
<td>2.57</td>
</tr>
<tr>
<td>HF</td>
<td>−0.767</td>
<td>3.00</td>
<td>3.16</td>
<td>2.99</td>
<td>2.72</td>
</tr>
<tr>
<td>neutral HBDI</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DFTB</td>
<td>−0.212</td>
<td>3.06</td>
<td>3.32</td>
<td>3.50</td>
<td>3.39</td>
</tr>
<tr>
<td>PBE</td>
<td>−0.209</td>
<td>3.13</td>
<td>3.38</td>
<td>3.58</td>
<td>3.46</td>
</tr>
<tr>
<td>CC2</td>
<td>−0.209</td>
<td>3.15</td>
<td>3.41</td>
<td>3.61</td>
<td>3.48</td>
</tr>
<tr>
<td>B3LYP</td>
<td>−0.190</td>
<td>3.20</td>
<td>3.47</td>
<td>3.72</td>
<td>3.57</td>
</tr>
<tr>
<td>HF</td>
<td>−0.147</td>
<td>3.37</td>
<td>3.67</td>
<td>3.92</td>
<td>3.80</td>
</tr>
</tbody>
</table>

The applied basis sets are 6-311++G(d,p) (TDDFT), aug-SV(P) (CC2, SORCI). Geometries were optimized with the specified method and the TZVP (DFT) and def2-TZVP (HF, CC2) basis sets.

(difference between the average single and double bond length) and the excitation energy is found. In the case of HBDI, the situation is complicated by the partial aromaticity of the phenol ring. Nonetheless, a correlation between Raman C=O stretching modes and excitation energy was found [34]. Laino et al. [35] suggested a linear combination of bond lengths with fitted coefficients, which correlates with the excitation energy. We use a more simple and less empirical coordinate by projecting the cartesian gradient of the excitation energy onto bond lengths. This generalized bond length alternation (GBLA) is defined in the Supporting Information (online at: www.pss-b.com). As shown in Fig. 2, a strong linear correlation is obtained for all gas-phase CC2 calculations. The weight vector has been normalized to 1 for the plot, that is, the GBLA has formally the angstrom unit and the different slopes for anionic and neutral chromophore reflect the different sensitivity of the excitation energy to changes in the bond lengths. The same GBLA coordinates are expected to correlate also with electrostatically induced shifts in different protein environments, but we do not have enough data to investigate such correlation.

We calculated vertical excitation energies for eight different structures (Table 4): QM1 or QM2 region, add2w or add3w setup, QM/MM optimization before (opt) or after (MD) 1 ns of MD simulation and quenching. For the A form, structural variations between the setups cause only small shifts in absorption (QM1: ±0.03 eV and QM2: ±0.05 eV). Interestingly, these shifts are not found in the TDDFT results. For the B form, the resulting shifts are predicted very large (±0.08 to ±0.10 eV) by multi-reference methods, whereas they are not reproduced by CC2 and TDDFT. The extension of the QM region results in a redshift. OM2/MRCI does not reproduce this because the active orbital window is insufficient for the QM2 region. Due to the many HF levels from the added QM fragments, the active window contains fewer π orbitals than the QM1 calculation, which results in a blueshift.

The averaged absolute excitation energies agree very well with experiment, except for the B3LYP values for the B form. This is essentially due to the underestimation of the A–B shift, which leads to the same error as for HBDI in vacuo (compare Table 2). Using the QM1 region, SORCI and OM2/MRCI reproduce the A–B shift within the experimental accuracy, whereas the CC2 shift is slightly too small, like for HBDI in the gas phase.

For the add2w (MD) structure, we also report the “vacuo” value, which is obtained by omitting the point charges. This yields the electrostatic shift ΔES. Multireference methods and CC2 describe a bathochromic shift for the A form and a hypsochromic shift for the B form. The latter is partially preserved when omitting the point charges in the QM2 calculation and hence partially caused by residues therein. Interestingly, the ΔES shift is strongly underestimated by TDDFT methods, TD-PBE even inverts the shift for the A form.

An explanation for this behavior can be found by analyzing the difference dipole moments, that is, the CT associated with the excitation (Table 5). In vacuo, the $S_1 \rightarrow S_0$ excitation carries very little CT. SORCI, OM2/MRCI, and CC2 predict an increased CT character for this excitation in the protein, in agreement with CASSCF calculations with polarizable continuum models [10]. The obtained difference dipole moment for the B state agrees fairly well with the experimental estimate from Stark spectroscopy at 77 K of 6 Debye [9]. Compared with the retinal chromophore in rhodopsins, this CT is still small and explains the moderate influence of the protein electrostatic environment. The PBE functional, like other GGA’s strongly underestimates the CT and even predicts an inverted direction from the imidazole to the phenolate moiety in most cases. In cases where the $\pi - \pi^*$ state mixes with CT...
states (not shown), GGA’s predict large unphysical difference dipole moments that are not along the molecular axis.

In Table 4, we report also emission energies. The geometries of the fluorescent state were obtained from excited-state optimization at the CC2 level using a fixed MM reference. A previous SAC-CI study obtained a slightly larger Stokes shift of 0.3–0.4 eV [39]. A previous CASPT2 study on CASSCF/CHARMM QM/MM geometries obtained a larger value of 0.53 eV [39].

Table 4 Vertical transition energies (eV) of GFP.

<table>
<thead>
<tr>
<th></th>
<th>SORCI</th>
<th>CC2</th>
<th>OM2</th>
<th>B3LYP</th>
<th>PBE</th>
<th>SORCI</th>
<th>CC2</th>
<th>OM2</th>
<th>B3LYP</th>
<th>PBE</th>
<th>Exp*</th>
</tr>
</thead>
<tbody>
<tr>
<td>A (neutral cis)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>add2w (opt)</td>
<td>3.20</td>
<td>3.18</td>
<td>3.20</td>
<td>3.15</td>
<td>2.97</td>
<td>2.97</td>
<td>3.07</td>
<td>3.32</td>
<td>3.07</td>
<td>3.07</td>
<td>2.75</td>
</tr>
<tr>
<td>add2w (MD)</td>
<td>3.14</td>
<td>3.16</td>
<td>3.16</td>
<td>3.16</td>
<td>2.96</td>
<td>2.87</td>
<td>3.02</td>
<td>3.24</td>
<td>3.06</td>
<td>3.06</td>
<td>–</td>
</tr>
<tr>
<td>vacuo</td>
<td>(3.35)</td>
<td>(3.30)</td>
<td>(3.44)</td>
<td>(3.16)</td>
<td>(2.87)</td>
<td>(3.04)</td>
<td>(3.15)</td>
<td>(3.38)</td>
<td>(3.06)</td>
<td>(2.75)</td>
<td>–</td>
</tr>
<tr>
<td>ΔES</td>
<td>–0.21</td>
<td>–0.14</td>
<td>–0.29</td>
<td>0.00</td>
<td>0.09</td>
<td>–0.17</td>
<td>–0.13</td>
<td>–0.14</td>
<td>0.00</td>
<td>0.00</td>
<td>–</td>
</tr>
<tr>
<td>add3w (opt)</td>
<td>3.15</td>
<td>3.13</td>
<td>3.13</td>
<td>3.14</td>
<td>2.97</td>
<td>2.94</td>
<td>3.06</td>
<td>3.29</td>
<td>3.04</td>
<td>3.04</td>
<td>2.74</td>
</tr>
<tr>
<td>add3w (MD)</td>
<td>3.19</td>
<td>3.19</td>
<td>3.19</td>
<td>3.16</td>
<td>2.97</td>
<td>2.98</td>
<td>3.11</td>
<td>3.35</td>
<td>3.06</td>
<td>3.06</td>
<td>2.75</td>
</tr>
<tr>
<td>vacuo</td>
<td>(3.38)</td>
<td>(3.34)</td>
<td>(3.47)</td>
<td>(3.18)</td>
<td>(2.89)</td>
<td>(3.15)</td>
<td>(3.23)</td>
<td>(3.43)</td>
<td>(3.09)</td>
<td>(2.75)</td>
<td>–</td>
</tr>
<tr>
<td>ΔES</td>
<td>–0.19</td>
<td>–0.15</td>
<td>–0.28</td>
<td>–0.02</td>
<td>0.08</td>
<td>–0.16</td>
<td>–0.12</td>
<td>–0.08</td>
<td>–0.03</td>
<td>0.00</td>
<td>–</td>
</tr>
<tr>
<td>average</td>
<td>3.17</td>
<td>3.17</td>
<td>3.17</td>
<td>3.15</td>
<td>2.97</td>
<td>2.94</td>
<td>3.06</td>
<td>3.30</td>
<td>3.06</td>
<td>3.06</td>
<td>2.75</td>
</tr>
<tr>
<td>emission b</td>
<td>2.75</td>
<td>2.89</td>
<td>2.73</td>
<td>2.87</td>
<td>2.74</td>
<td>2.71</td>
<td>2.64</td>
<td>2.95</td>
<td>2.64–2.95</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stokes shift</td>
<td>0.40</td>
<td>0.27</td>
<td>0.42</td>
<td>0.29</td>
<td>0.22</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B (anionic cis)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>add2w (opt)</td>
<td>2.58</td>
<td>2.76</td>
<td>2.55</td>
<td>2.97</td>
<td>2.83</td>
<td>2.40</td>
<td>2.70</td>
<td>2.64</td>
<td>2.91</td>
<td>2.91</td>
<td>2.75</td>
</tr>
<tr>
<td>add2w (MD)</td>
<td>2.68</td>
<td>2.78</td>
<td>2.66</td>
<td>2.98</td>
<td>2.81</td>
<td>2.55</td>
<td>2.71</td>
<td>2.74</td>
<td>2.91</td>
<td>2.91</td>
<td>2.75</td>
</tr>
<tr>
<td>vacuo</td>
<td>(2.44)</td>
<td>(2.59)</td>
<td>(2.45)</td>
<td>(2.72)</td>
<td>(2.66)</td>
<td>(2.50)</td>
<td>(2.70)</td>
<td>(2.79)</td>
<td>(2.86)</td>
<td>(2.60)</td>
<td>–</td>
</tr>
<tr>
<td>ΔES</td>
<td>0.24</td>
<td>0.19</td>
<td>0.21</td>
<td>0.26</td>
<td>0.15</td>
<td>0.05</td>
<td>0.01</td>
<td>–0.05</td>
<td>0.05</td>
<td>0.15</td>
<td>–</td>
</tr>
<tr>
<td>add3w (opt)</td>
<td>2.62</td>
<td>2.76</td>
<td>2.57</td>
<td>2.96</td>
<td>2.80</td>
<td>2.48</td>
<td>2.71</td>
<td>2.67</td>
<td>2.92</td>
<td>2.92</td>
<td>–</td>
</tr>
<tr>
<td>add3w (MD)</td>
<td>2.73</td>
<td>2.79</td>
<td>2.71</td>
<td>2.98</td>
<td>2.80</td>
<td>2.59</td>
<td>2.72</td>
<td>2.78</td>
<td>2.92</td>
<td>2.92</td>
<td>–</td>
</tr>
<tr>
<td>vacuo</td>
<td>(2.42)</td>
<td>(2.58)</td>
<td>(2.44)</td>
<td>(2.73)</td>
<td>(2.74)</td>
<td>(2.48)</td>
<td>(2.67)</td>
<td>(2.77)</td>
<td>(2.85)</td>
<td>(2.85)</td>
<td>–</td>
</tr>
<tr>
<td>ΔES</td>
<td>0.32</td>
<td>0.22</td>
<td>0.27</td>
<td>0.25</td>
<td>0.06</td>
<td>0.11</td>
<td>0.05</td>
<td>0.01</td>
<td>0.07</td>
<td>0.07</td>
<td>–</td>
</tr>
<tr>
<td>average</td>
<td>2.65</td>
<td>2.77</td>
<td>2.62</td>
<td>2.97</td>
<td>2.81</td>
<td>2.51</td>
<td>2.71</td>
<td>2.70</td>
<td>2.92</td>
<td>2.92</td>
<td>2.76</td>
</tr>
<tr>
<td>emission b</td>
<td>2.56</td>
<td>2.65</td>
<td>2.54</td>
<td>2.86</td>
<td>2.70</td>
<td>2.69</td>
<td>2.68</td>
<td>2.68</td>
<td>2.70</td>
<td>2.57</td>
<td></td>
</tr>
<tr>
<td>Stokes shift</td>
<td>0.11</td>
<td>0.13</td>
<td>0.12</td>
<td>0.12</td>
<td>0.11</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td>0.10</td>
<td></td>
</tr>
<tr>
<td>shift A → B</td>
<td>–0.52</td>
<td>–0.39</td>
<td>–0.54</td>
<td>–0.18</td>
<td>–0.16</td>
<td>–0.44</td>
<td>–0.35</td>
<td>–0.60</td>
<td>–0.14</td>
<td>0.01</td>
<td>0.52</td>
</tr>
</tbody>
</table>

*Ref.s [8, 9, 36, 37]. **Geometry from QM/MM CC2/aug-SV(P) excited-state optimization starting from the add2w (MD) setup. The spectroscopic π−π* state is strongly mixed up with CT states.

Table 5 Difference dipole moments |μ(S1)−μ(S2)| for the lowest π−π* excitation (debye).

<table>
<thead>
<tr>
<th></th>
<th>TD-PBE</th>
<th>TD-B3LYP</th>
<th>CC2</th>
<th>SORCI</th>
<th>OM2/MRCI</th>
</tr>
</thead>
<tbody>
<tr>
<td>neutral HBDI</td>
<td>–1.2b</td>
<td>0.4</td>
<td>0.8</td>
<td>3.7</td>
<td>1.8</td>
</tr>
<tr>
<td>(vacuo)</td>
<td>2.7</td>
<td>1.7</td>
<td>1.6</td>
<td>2.3</td>
<td>1.5</td>
</tr>
<tr>
<td>anionic HBDI</td>
<td>–2.3b</td>
<td>1.0</td>
<td>5.0</td>
<td>5.4</td>
<td>5.8</td>
</tr>
<tr>
<td>(vacuo)</td>
<td>–0.6b</td>
<td>0.5</td>
<td>3.8</td>
<td>4.6</td>
<td>5.1</td>
</tr>
<tr>
<td>GFP A</td>
<td>–2.3b</td>
<td>1.0</td>
<td>5.0</td>
<td>5.4</td>
<td>5.8</td>
</tr>
<tr>
<td>(neutral)*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GFP B</td>
<td>–0.6b</td>
<td>0.5</td>
<td>3.8</td>
<td>4.6</td>
<td>5.1</td>
</tr>
<tr>
<td>(anionic)*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*aadd2w (MD) GFP setup with QM1 region. bThe minus sign indicates transfer of electron density from the imidazole to the phenolate moiety.

3.3 QM/MM on a real-space grid In this section, we test the octopus real space code for QM/MM applications. Instead of the basis set, the numerical accuracy of real space calculations is limited by the size of the simulation box and the grid spacing. The simulation box is defined as a superposition of atom-centered spheres with a radius R. Octopus offers two ways to calculate a TDDFT absorption spectrum. For the most common Casida formalism of linear density functional response theory, the number of virtual species. A previous SAC-CI study obtained a slightly larger value of 0.53 eV [39].
from the nitrogen. The Casida-type calculation does not converge to the LCAO limit because a constant $n_{\text{virt}}$ is used. Both box size and $n_{\text{virt}}$ must be increased to approach the LCAO limit. With increasing box size, the shape and order of the virtual states changes and convergence with $n_{\text{virt}}$ can change to the worse. As excited states have in general a more extended density than the ground state, the finite-box error always produces a blue shift, which systematically reduces with the parameter $R$.

When point charges are introduced in a real space QM/MM calculation, the problem arises that electrons can leave the QM region and be bound in regions of low electrostatic potential. In LCAO, this is prevented by the exponential decay of the atom-centered basis functions. In order to investigate this problem in a realistic QM/MM situation, we compare LCAO with octopus results for GFP in the A and B forms using different QM regions and box sizes. As Fig. 4 shows, the problem does not occur for the $S_1$ excitation when increasing the box radius to 6 \AA and the peak positions converge as expected. An acceptable error is obtained for values between 2.4 and 3.0 \AA, the latter is used in the proceeding calculations.

Figure 5 shows the time-propagation spectra of TD-PBE using either the QM1 or QM2 region and the effect of the electrostatic embedding. The peaks were assigned to states of the corresponding linear-response calculation and were characterized based on their single-particle transition weights and underlying molecular orbitals. In general, the LCAO results (Table 4) are well reproduced. Like in the LCAO case, many CT states occur in the region of the $\pi - \pi^*$ states and below. Where no mixing occurs, the peak positions agree, reproducing the small blue shift due to the point charges and the underestimated A–B shift. In many cases, the $\pi - \pi^*$ state couples to CT states, which strongly perturbs the spectrum due to redistribution of oscillator strength. For the QM2 calculation of the B form without point charges, for example, the absorption band appears splitted.
coupling of $\pi - \pi^*$ and CT states occurs in an unpredictable fashion and can drastically change due to small structural fluctuations or the use of different GGA functionals. In the Supporting Information, we provide the spectra from BLYP and LDA functionals, which show the same trends.

4 Conclusions For both gas phase and GFP environment, our SORCI, OM2/MRCI, and CC2 calculations agree closely with experiment for anionic and neutral protonation states. Our results for the anionic HBDI in vacuo corroborate the gas-phase measurements of Nielsen et al. [5] and we disagree with Filippi et al. that the vertical excitation energy should be in the range 2.92–3.04 eV. We rather see the CASPT2 results critical for the large influence of the zeroth-order Hamiltonian (0.45 eV). Also the EOM-CCSD method, which yields 3.04 eV in Ref. [13] tends to overestimate excitation energies of conjugated systems [40].

Our results suggest that neutral HBDI in vacuo is blueshifted by 0.3–0.4 eV compared to the analog “E” investigated by Rajput et al. [14]. The neutral chromophore in GFP on the other hand is more red-shifted than in any solvent [15] and absorbs 0.4–0.5 eV lower in energy than HBDI in vacuo. On the other hand, the anionic form, which shows much larger solvent shifts absorbs rather similar in vacuo and in the protein. Nonetheless, the electrostatic influence of the protein matrix is rather limited in both cases, inline with the SAC-CI study of Hasegawa et al. [39]. Although the protein environment enhances the CT character of the $\pi - \pi^*$ excitation in both A and B forms to ca. 6 debye, the electrostatic influence of the protein is significantly smaller than in rhodopsins. Larger spectral changes are achieved rather by hydrogen bonds, structural changes, and genetic or chemical modification of the chromophore.

DFT (PBE) yields ground-state geometries in good agreement with CC2. TDDFT, however, using the adiabatic approximation with LDA/GGA functionals drastically underestimates the shifts between neutral and anionic form, both in vacuo and in GFP. Further, it underestimates the response to the external field of the protein matrix due to an underestimated CT upon excitation. TD-PBE even inverts the CT in some cases, leading to an increase of charge density on the phenol ring. Furthermore, a plentitude of artificial CT states appears in the TDDFT spectrum of the neutral A form in GFP, which can lead to perturbed unphysical spectra when these CT states mix with the spectroscopically allowed state. The use of hybrid functionals avoids these problems with CT states, whereas the spectral shift between neutral and anionic forms is still severely underestimated. Range-separated hybrids that employ the full nonlocal HF exchange in the long-range limit seem to minimize the error. It is, therefore, likely that the problem is caused by the spatial locality of the density functional rather than the locality in time (adiabatic approximation). Apart from the shortcomings of the density functionals, the octopus real space code is applicable to QM/MM problems and reproduces the results of the LCAO calculations.
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