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- Simulating Pump-Probe Photoelectron and Absorption Spectroscopy on the Attosecond Timescale with Time-Dependent Density Functional Theory
  (The article was selected for the inner cover of the journal.)

- Tailored Pump & Probe Transient Spectroscopy with Time-Dependent Density-Functional Theory: Controlling Absorption Spectra
Abstract

Attosecond-transient absorption spectroscopy (TAS) and attosecond time-resolved photo-electron spectroscopy (TRPES) based on pump-probe setups, in which a system response (absorption or electron emission) to a probe pulse is measured, have recently become an experimental reality due to the availability of ultra-fast pulsed laser sources. These experiments follow the electronic motion at its natural time-scale, allowing the characterization of electronic excited states and transitions while neglecting the influence of the nuclear degrees of freedom.

Molecular absorption and photo-electron spectra can be efficiently simulated with real-time time-dependent density-functional theory (TDDFT), which is normally used for the description of systems in their ground state. In this thesis, I demonstrate how this technique can be extended to study time-resolved pump-probe experiments. I show how the extra degrees of freedom (pump pulse duration, intensity, frequency, and time-delay), which are absent in a conventional steady state experiment, provide additional information about the electronic structure and the dynamics, which can be used to improve a system characterization.

In addition to gaining insight by numerical simulations, a microscopical, theoretical understanding of the processes would be useful. It is well known, that photo absorption spectra of systems at equilibrium can be written in terms of the dipole-dipole response function. In pump-driven systems, the photo-absorption spectrum is not an intrinsic property of the system under investigation, but additionally depends on the shape of the probe. In this thesis, I reexamine the Lehmann representation of the response function of a pump-driven system in the non-overlapping regime, deriving some general properties of the excited state spectra, including position and shape of their resonance peaks. I demonstrate how this Lehmann representation can be used to understand laser-induced line shape changes.

Measurement and control of ultrafast processes are inherently intertwined. In this work,
I assess the possibility of using tailored pumps in order to enhance (or reduce) some given features of the probe absorption (for example, absorption in the visible range of otherwise transparent samples). This type of manipulation of the system response could be helpful for its full characterization, since it would allow us to visualize transitions that are obscured when using un-shaped pulses. In order to investigate this possibility, I firstly combine the derived Lehmann representation with a simple numerical model of the Hydrogen atom to show how Hydrogen can be manipulated to loose its transparency in the visible. I then proceed to investigate the feasibility of using time-dependent density-functional theory as a means to implement, theoretically, this absorption-optimization idea for more complex atoms or molecules.
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1.1. Pump-probe spectroscopy setup. The pump pulse triggers the dynamics, and after a certain delay time, the reaction of the system to a probe pulse is measured. Depending on the time-scale, electronic, vibrational and rotational properties can be measured. On the sub-femtosecond timescale, the electronic-only dynamics can be observed. If we look at timescales longer than tens or hundreds of femtoseconds, the atomic structure will have time to re-arrange, giving rise to the field of femtochemistry.  

1.2. TAS of Krypton ions as obtained by Goulielmakis et al.: The ionization of Krypton can be observed as a function of time. This figure was published as Fig. 2 in Ref. [1]. Copyright © 2010 by the Nature Publishing Group (NPG). 

1.3. (left) Laser controlled amplification of resonant light in the EUV. (A) Spectrum of transmitted EUV light without control laser: The Helium resonant absorption lines can be observed as local minima in an otherwise smoothly varying spectrum centered at a vertical position of 0 mm. (B) Spectrum of transmitted and amplified EUV light in the presence of the control laser. Amplification can be observed exactly at the He resonance positions corresponding to absorption in (A). (right) Transforming asymmetric Fano spectral absorption lines into symmetric Lorentzian absorption peaks in doubly excited He (A, B) and vice versa, from Lorentz to Fano in singly excited He (C, D). This figure is an adaption of Figs. 3 and 4 in Ref. [2]. Copyright © 2013 by the American Association for the Advancement of Science (AAAS). 

2.1. Illustration of the times used in the derivation of the generalized Lehmann representation of the response function.
2.2. Schematic description of the space partition implemented by the mask method. A mask function \( a \) is used to implement the spatial partitions \( b \). In region A (interaction region) the TDKS equations are numerically solved in real space while in B (free propagation region) electrons are evolved analytically as free particles in momentum space. Region C is where \( \varphi_A \) and \( \varphi_B \) overlap. This figure was published as Fig. 1 in our publication [3]. Copyright © 2013 Wiley-VCH Verlag GmbH & Co. KGaA, Weinheim.  

2.3. Gradient-free optimization procedure to optimize the response-function of an excited-state system using the real-time, real-space TDDFT code \textit{octopus}.  

2.4. (left) The CIE standard observer colour matching functions. (right) The CIE 1931 cromaticity diagram (taken from the Encylopedia Britannica \((\text{http://global.britannica.com/science/tristimulus-system})\)).  

3.1. Out of equilibrium absorption spectrum as function of the pump laser frequency for one-dimensional Helium. The system is driven out of equilibrium by 45 cycle \( \sin^2 \) envelope laser pulses of intensity \( I = 5.26 \times 10^{11} \text{ W/cm}^2 \), at different carrier frequencies and then probed right after. Maximal response is observed for frequencies close to the first optical transition \( \omega_P = 0.533 \text{ a.u.} \).  

3.2. Comparison of absorption spectra calculated in different approximations for a one-dimensional Helium model. The filled curves are the spectra for the unperturbed systems while the solid lines are the spectra of the system excited by a laser as in Figure 3.1 resonant with the first allowed optical transition: exact time-dependent Schrödinger equation \( \omega_P = 0.533 \text{ a.u.} \) (in blue), EXX \( \omega_P = 0.549 \text{ a.u.} \) (in red), and LDA \( \omega_P = 0.475 \text{ a.u.} \) (in green). The dashed blue line is the absorption of the system perturbed by a 180 cycle laser and probed at \( t = 30.62 \text{ fs} \), where the population on the excited state is maximal. The lines have been shifted by a vertical constant to facilitate the comparison between results.
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3.3. Exact population on the ground $|\gamma_0(t)|^2 = |\langle \Psi_0 | \Psi(t) \rangle|^2$ (solid lines) and first excited $|\gamma_1(t)|^2 = |\langle \Psi_1 | \Psi(t) \rangle|^2$ (dashed lines) states as a function of time for different laser pulses. In red a 45 cycles pulse with parameters as in Figure 3.2, and in blue a longer 180 cycles pulse with the same parameters. 

3.4. Comparison of the absorption spectra of unperturbed (filled curve) and perturbed He atom probed at $\tau = 5.32$ fs (solid line) and after the end of the pulse $\tau = 8.68$ fs (dashed line). The spectrum range is below the ionization threshold. The atom is excited by a 45 cycle $\sin^2$ envelope laser pulse polarized along the $x$-axis with carrier $\omega_P = 0.79$ a.u. resonant with the first optical transition, intensity $I = 2.6 \times 10^{12}$ W/cm$^2$. 

3.5. Helium transient absorption spectrum scan for different time delays $\tau$. The pump laser pictured in the upper panel is the same as in Figure 3.4. 

3.6. Helium transient photoelectron spectrum in logarithmic scale. The pump laser (upper panel) is the same as in Figure 3.4 and the probe is a 40 cycles trapezoidal laser pulse with 8 cycles ramp, $\omega_p = 1.8$ a.u., $I = 5.4 \times 10^9$ W/cm$^2$ aligned with the pump pulse. 

3.7. Energy- and angular- resolved photoelectron spectra for Helium at fixed delay $\tau = 8.99$ fs. Panel (c) displays a logarithmic scale PES $P(E)$ comparison at fixed delays $\tau = -1.69$ fs (red) and $\tau = 8.99$ fs (green). The other panels depict normalized PADs $P(\theta, \phi, E)$ with polar coordinates referred to axis $z$ at fixed delay $\tau = 8.99$ fs and energy: (a) $E_1 = 0.66$ a.u., (b) $E_2 = 0.88$ a.u., and (d) $E_3 = 1.67$ a.u.. White crosses mark the intersection between the probe polarization axis and the cutting sphere. 

3.8. Comparison of the absorption spectra of unperturbed (filled curve) and perturbed (solid line) Ethylene molecule below the ionization threshold. The molecule is excited by a 45 cycle $\sin^2$ envelope laser pulse polarized along the $x$-axis with carrier frequency $\omega_P = 0.297$ a.u. of intensity $I = 1.38 \times 10^{11}$ W/cm$^2$. 

3.9. TAS of the Ethylene molecule. The pump laser pictured in the upper panel is the same as in Figure 3.4. 

3.10. Logarithmic scale TRPES for C$_2$H$_4$. The molecule is probed at different delays with a 40 cycles trapezoidal laser pulse with 8 cycles ramp, $\omega_p = 1.8$ a.u. and $I = 5.4 \times 10^9$ W/cm$^2$ polarized along the $z$-axis perpendicular to the pump. The pump laser (upper panel) is the same as in Figure 3.9. 

xvii
3.11. Angular- and energy-resolved photoelectron spectra for C$_2$H$_4$ at two fixed delay times. Panel (a) shows the geometry of the process: $\mathbf{p}$ indicates the photoelectron direction, $\mathbf{A}$ is the pump polarization vector, and $\mathbf{A}_p$ the probe one. Panel (d) shows the logarithmic scale PES $P(E)$ for $\tau = -1.69$ fs (red) and $\tau = 3.63$ fs (green). The other panels depict normalized PADs $P(\theta, \phi, E)$ at $\tau = 3.63$ fs and energies marked in (d): (b) $E_1 = 0.16$ a.u., (c) $E_2 = 1.37$ a.u. and (e) $E_3 = 1.67$ a.u.. White marks indicate the position of the probe polarization vector (c), (e) (at the corners) and the pump one (b) on the sphere.

4.1. Absorption coefficient $\bar{\sigma}(\omega)$ of the state $\Psi_T = \sqrt{0.4}|2p_z\rangle + \sqrt{0.6}e^{i\phi}|3p_z\rangle$ for $\phi = 0, 1/2\pi, \pi$ and $3/2\pi$. The total spectrum (black line) is the sum of the two phase-independent terms $0.4\bar{\sigma}_{2p_z}$ (red shaded) and $0.6\bar{\sigma}_{3p_z}$ (blue shaded) coming from the excited state spectra of the respective states multiplied by the absolute values of their expansion coefficients squared plus the phase-dependent interference term $\bar{\sigma}^{IN}(\omega, \Theta)$ (green dashed line), which is responsible for the change of the spectrum with the delay time $\tau$.

4.2. Average photoabsorption coefficient $\bar{\sigma}$ of $|\Psi_T\rangle = \sqrt{0.4}|2p_z\rangle + \sqrt{0.6}|3p_z\rangle$ of Hydrogen. Analytic result including states up to $n = 9$ (shaded) in comparison to (top) numerical results (solid lines) obtained through the generalized Lehmann representation with numerically obtained eigenenergies and dipole matrix elements for boxes with radii $r = 30$ (blue), $r = 45$ (black) and $r = 60$ a.u. (red) and to (bottom) numerical results obtained through the generalized Lehmann representation (solid line) and through time-propagation (dashed), both in a box with $r = 60$ a.u.. The shaded blue area indicates the visible range of the spectrum (350 nm - 750 nm).

4.3. Time-resolved spectrum of the $\sqrt{0.4}|2p_z\rangle + \sqrt{0.6}|3p_z\rangle$ of Hydrogen. Because the phases of the $|2p\rangle$ and $|3p\rangle$ states evolve with different velocities, the spectral weights of each of the peaks changes with time, leading to a time-dependent spectrum with a periodicity of $T = \frac{2\pi}{\varepsilon_{2p} - \varepsilon_{3p}} \approx 91$ a.u.. The first 100 eigenstates were included, continuum contributions neglected.
4.4. (top) CIE 1931 colour matching functions $\bar{x}$, $\bar{y}$ and $\bar{z}$ and the spectral power distribution of the sun (orange). (center) Average absorption coefficient of $|\Psi_T\rangle = \sqrt{0.4}|2p_z\rangle + \sqrt{0.6}|3p_z\rangle$ (solid) and the part taken into account in the calculation of the colour (shaded). (bottom) Power distribution of sun light after having passed through a gas of atoms in the state $|\Psi_T\rangle$ with a pathlength of $l = 1$ a.u. (blue) and $l = 5$ a.u. (pink). . . . . . . 106

4.5. (top): Colour associated to the time-dependent spectrum of the $\sqrt{0.4}|2p_z\rangle + \sqrt{0.6}|3p_z\rangle$ state of Hydrogen for a path in the gas of length $l = 1$ a.u. (left) and $l = 5$ a.u. (right). From left to right, from top to bottom each square shows the colour at a time $\Delta t = 1.01$ a.u. later than the previous one. (bottom) The colours above shown in a chromaticity diagram, illustrating the periodic changes in colour with time. (inset) Time-averaged colours. . 107

4.6. Time-evolution of the populations of the $1s$, $2p_z$ and $3p_z$ state. Dashed lines show the analytic model, solid lines the numerical results. The total pump-laser (upper panel, black) has two carrier-frequencies, one resonant to the transition $|\Phi_{1s}\rangle \rightarrow |\Phi_{2p}\rangle$ (green), the other resonant to the transition $|\Phi_{1s}\rangle \rightarrow |\Phi_{3p}\rangle$ (blue). The bottom panel shows the phase difference $\varphi_{3p} - \varphi_{2p}$. . . . . . . . . . . . . . . . . . . . . . . . . . 114

5.1. Optimization of the one-dimensional soft-Coulomb Hydrogen atom. (Top) Comparison of initial (green) and optimized pump laser (Fourier transforms). Peaks are labeled by their basis wave length and the number $n$ of their harmonic $2n + 1$. (Bottom) Ground state (shaded) and excited state (solid lines) spectra. Results for the initial pump laser are shown in green, results for the optimized pump laser (after 100 iterations) are shown in blue. The numbers label the transitions. The grey shaded box marks the optimization area, the blue shaded one the visible range of the spectrum (350 nm - 750 nm). (Top inset) Populations of the ground state (red), the first excited state (green) and the second excited state (blue) under the influence of the pump pulse. The black line shows the number of electrons in the system. (Lower Inset) The function $\varepsilon_A$ as a function of the number of iterations. . . . . . . . . . . . . . . . . . . . . . . . . . 120
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5.2. (Middle and bottom) Ground state (shaded) and excited state (solid lines) spectra of one-dimensional Helium in a box of (middle) \( r = 50 \) a.u. and (bottom) \( r = 100 \) a.u.. In the bottom panel, the excited state transitions of the exact calculations are indicated. (Top) Comparison of initial (green) and optimized pump laser (Fourier transforms). Peaks are labeled by their basis wave length and the number \( n \) of their harmonic \( 2n + 1 \). (Inset, middle) The control function \( \varepsilon^A \) as a function of the number of iterations. (Inset, bottom) \( |\langle \Psi(t)|\Psi_i \rangle|^2 \) of the exact time propagation under the influence of the optimized pump pulse for the (red) ground state, (green) first excited state, (blue) second excited state, (pink) third excited state and (turquoise) fourth excited state. In all panels, results obtained by exact propagation are shown in blue, results obtained by (TD)DFT using the adiabatic spin-polarized exact exchange functional are shown in red. The grey shaded box marks the optimization area, the blue shaded one the visible range of the spectrum (350 nm - 750 nm).

5.3. (Middle and bottom) Ground state (shaded) and excited state (solid lines) spectra of one-dimensional Helium in a box of \( r = 100 \) a.u.. (Middle) Spectrum optimized with the adapted search space using TDEXX after 550 iterations. Features in the visible have emerged. (Bottom) Optimized spectra after 100 iterations: Comparison of the exact optimization (blue) with the TDEXX optimization in the adapted search space (black). (Top) Optimization lasers in energy space: (shaded green) adapted initial laser and (green line) original initial laser as well as optimized laser with TDEXX after (black) 100 iterations and (red) 550 iterations. (Inset) Target function \( \varepsilon^A \) for the adapted TDEXX optimization (red) and original exact optimization (blue).
5.4. (Top) Transient Absorption Spectrum of Helium after the excitation with a 45 cycle sin^2 laser pulse of intensity $I = 5.26 \cdot 10^{11} W cm^{-2}$ with a carrier frequency resonant to the excitation energy from the ground state to the first excited state for (left) exact and (right) adiabatic EXX description. (Bottom) Time-evolution of the cross section tensor at selected energies $E_n = 0.2$ (red), 0.4 (blue), 0.6 (purple) 0.8 (turquoise) a.u. for (left) exact and (right) adiabatic EXX description. In the exact case, the curve at 0.6 a.u. is offset for clarity. In all cases, the time interval $T = 2\pi/\epsilon_1 - \epsilon_0$ is shown.

5.5. (Middle and bottom) Ground state (shaded) and excited state (solid lines) spectra of one-dimensional singly-ionized Beryllium in a box of (middle) $r = 50$ a.u. and (bottom) $r = 100$ a.u. (Top) Comparison of initial (green) and optimized pump pulse (Fourier transforms). Peaks are labeled by their basis wave length and the number $n$ of their harmonic $2n + 1$. (Inset) The target function $\epsilon^A_m$ as a function of the iteration number $m$. The grey shaded box marks the optimization area, the blue shaded one the visible range of the spectrum (350 nm - 750 nm).


5.7. (Middle and bottom) Ground state (shaded) and excited state (solid lines) spectra of Methane (CH$_4$) in a box of (middle) $r = 15$ a.u. and (bottom) $r = 30$ a.u. for two different laser pulses. The grey shaded box marks the optimization area, the blue shaded one the visible range of the spectrum (350 nm - 750 nm). The spectra within the optimization area are shown enhanced by a factor of 5. (Top) Comparison of initial (green) and optimized lasers (Fourier transforms). Peaks are labeled by their basis wave length and the number $n$ of their harmonic $2n + 1$. (Inset) The spectra shifted to lower energies to coincide with the ground state spectrum.

5.8. Ground state spectrum of doubly-ionized Methane CH$_2^2$. Peaks are numbered for later reference. The the blue area marks the visible range of the spectrum (350 nm - 750 nm).
5.9. (Middle and bottom) Ground state (dark grey) and excited state spectra of doubly-ionized Methane (CH$_{4}^{2+}$) in a box of (middle) $r = 15$ a.u. and (bottom) $r = 30$ a.u. for two different pump pulses $\varepsilon^{I}$ (brown) and $\varepsilon^{II}$ (green). The grey shaded box marks the optimization area, the blue shaded one the visible range of the spectrum (350 nm - 750 nm). (Top) Comparison of initial (shaded) and optimized (solid lines) pump pulses (Fourier transforms). (Inset) Chromaticity diagram with colours obtained by excitation of the system by the pump pulses. 

5.10. (Middle and bottom) Laser spectra obtained by exposure of CH$_{4}^{2+}$ to selected frequency components of the pump pulse $\varepsilon^{I}$. The shaded line shows the spectrum obtained by the full pulse. (top) Many-body excitation energies obtained through analysis of the ground state spectrum. The x axis denotes the excitation energy, the y axis the excited state, from where the excitation takes place.

5.11. Ground state spectrum of Methane using the LDA-ADSIC functional.

5.12. (Bottom) Excited-state spectra of CH$_{4}$ according to scheme II and (inset) the chromaticity diagram with the resulting colours. (Top) Many-body excitation energies of CH$_{4}$ obtained through calculating the energy differences of the ground state spectrum. The x axis denotes the excitation energy, the y axis is the excited state, from where the excitation takes place.

A.1. The four methods used in the Downhill-Simplex algorithm. (a) Reflection, (b) expansion, (c) contraction, and (d) compression. Taken from [4].

C.1. The external potential $V_{ext}(x)$ is a double well potential surrounded by vacuum of the energy $V_{V}$. The right well is located between $x_{BD}$ and $x_{D}$ and serves as donor (D). Its potential is $V_{D}$ and can be varied. The left well is located between $x_{A}$ and $x_{AB}$ and serves as electron acceptor (A). Its potential is fixed to zero for all calculations. Donor and acceptor are separated by a barrier of variable height $V_{B}$, which is fixed to two different heights.
C.2. (Top) The number of electrons on the acceptor $N_A$ as a function of the donor potential $V_D$ for the case of $N = 2$ for the truncated electron-electron interaction $\hat{V}_{ee}^{(2)}$ (C.4), and for the full electron-electron interaction $\hat{V}_{ee}^{(1)}$ (C.3). Panels a) and b) display to the high-barrier case, and c) and d) display the low-barrier case. For comparison a) shows in grey the result as obtained by DFT calculations using the LDA functional. (Bottom) The derivatives of the number of electrons on the acceptor with respect to the donor potential $dN_A/dV_D$ normalized to its maximum. The tunneling points are identified by the local maxima of $dN_A/dV_D$. The vertical lines show the predicted tunneling points, in blue for the IP-EA prediction (C.11), and in green for the predictions corrected with the Hartree interaction $C_H$ (C.18).

C.3. The external potentials of the isolated subsystems (dashed red). These were used to calculate the ionization potentials, the electron affinities and the wave functions of the isolated subsystems. On the left we show the potential $V_{ext}^A(x)$ of the isolated acceptor, on right side we display the potential $V_{ext}^D(x)$ of the isolated donor. For comparison $V_{ext}(x)$ of the combined system is shown underlying in black.

C.4. a) Hartree correction (C.18) and b) exchange correction (C.19) for high-barrier case (I) (orange) and low-barrier case (II) (red). The vertical dashed blue lines show the tunneling points of case (II) as predicted by the IP-EA approach. They mark the donor potentials $V_D$, where in the naive correction scheme the energy corrections to predict the tunneling points of the fully interacting system would be calculated. For the high-barrier case (I), the corrections can be calculated at any point. The strong increase of the energy corrections of case (II) is due to the break-down of our wave function approximation, which is caused by the delocalization of the donor wave-function $\varphi_D$ for donor-potentials $V_D$ which are at the order of the barrier height $V_B$. 
C.5. (Top) Number of electrons on the acceptor $N_A$ as a function of the donor potential $V_D$ in the low-barrier case (II) for a) $N = 3$ (dark orange) and b) $N = 4$ (dark violet) electrons. For comparison the case of $N = 2$ electrons is shown in black. A system of $N$ electrons exhibits $N$ tunneling points. The behaviour of three and four electrons is qualitatively similar as the one of two electrons. (Bottom) The derivate $dN_A/dV_D$ as a function of the donor potential for c) $N = 3$ and d) $N = 4$. In each panel, the predicted tunneling points are shown as dashed vertical lines. The light orange (violet) dashed line shows the IP-EA predicted tunneling points, the slightly darker orange (violet) dashed line the Hartree corrected predictions.

C.6. Tunneling of (top) three and (bottom) four electrons in a 9-site model. The figure shows the numerical data in comparison with our model, both for the full and the truncated interaction. In both cases, our model reproduces the numerical results on the shown scale. Figs. C.7 and C.8 show zooms into the relevant regions for three and four electrons respectively.

C.7. Comparison of the tunneling behaviour predicted by our model and the corresponding numerical data for an asymmetric double-well potential with three electrons (zoom into the regions of the different tunneling points).

C.8. Comparison of the tunneling behaviour predicted by our model and the corresponding numerical data for an asymmetric double-well potential with four electrons (zoom into the regions of the different tunneling points).

C.9. Number of electrons on the acceptor as a function of donor potential $V_D$ for two electrons in an asymmetric double-well potential. The red line indicates the exact many-body solution, the other lines DFT solutions with different functionals: LDA (green), LDA-ADSIC (blue) and spin-polarized LDA-PZSIC (pink). The spin-polarized LDA-PZSIC solution has multiple solutions. If one chooses the one with minimal energy, it exhibits a step-like behaviour like the exact solution.
C.10. KS potentials $v_{KS}$ and the respective ground-state densities for exact, spin-polarized LDA-PZSIC and LDA calculations. The top row shows the situation where both electrons are on the donor, the middle one, the one, where one is on the donor, one has already tunneled to the acceptor and the bottom row shows the situation where both electrons have tunneled to the acceptor. The left column shows the exact $V_{KS}$ (red) with its respective density (blue), the middle one the spin-polarized LDA-SIC potentials (red and green) with their respective spin-densities (blue and pink) and the right column finally shows the LDA potential (red) with its density in blue. Note, that the offsets of the potentials are arbitrary and have no physical meaning.

C.11. Number of electrons on the acceptor $N_A$ in dependence of the donor potential $V_D$ for the exact case, as obtained with the wrong spin-symmetry with spin-polarized LDA-PZSIC, with our proposed scheme with the correct spin-symmetry using $V_{\text{eff}}^{(i)} = \min(V_{\uparrow}, V_{\downarrow})$, $V_{\text{eff}}^{(ii)} = \min(V_{\uparrow}, V_{\downarrow}) + S_{\uparrow\downarrow}$ and $V_{\text{eff}}^{(iii)} = \min(V_{\uparrow}, V_{\downarrow}) + S_{\uparrow\downarrow} + P_{\uparrow\downarrow}$. $V_{\text{eff}}^{(i)}$ does not produce a plateau, $V_{\text{eff}}^{(ii)}$ produces first hints of a plateau in the center and $V_{\text{eff}}^{(iii)}$ produces a plateau, even though it is still too narrow. LDA is shown for comparison.

C.12. (top) Number of electrons on the acceptor $N_A$ as a function of the donor potential $V_D$ (as in Fig. C.11) and (i) - (iv) the corresponding KS eigenvalues: (i) exact KS, (ii) $V_{\text{eff}}^{(i)} = \min(V_{\uparrow}, V_{\downarrow})$, (iii) $V_{\text{eff}}^{(ii)} = \min(V_{\uparrow}, V_{\downarrow}) + S_{\uparrow\downarrow}$ and (iv) $V_{\text{eff}}^{(iii)} = \min(V_{\uparrow}, V_{\downarrow}) + S_{\uparrow\downarrow} + P_{\uparrow\downarrow}$. Eigenvalues are plotted as differences to the lowest eigenvalue.
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<table>
<thead>
<tr>
<th>Acronym</th>
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</tr>
</thead>
<tbody>
<tr>
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</tr>
<tr>
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</tr>
<tr>
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<tr>
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<tr>
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<td>LDA</td>
<td>Local Density Approximation</td>
</tr>
<tr>
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<td>OEP</td>
<td>Optimized Effective Potential</td>
</tr>
<tr>
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<tr>
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<tr>
<td>QOCT</td>
<td>Quantum Optimal Control Theory</td>
</tr>
<tr>
<td>SIC</td>
<td>Self-Interaction Corrected</td>
</tr>
<tr>
<td>TAS</td>
<td>Transient Absorption Spectroscopy</td>
</tr>
<tr>
<td>TD</td>
<td>Time-Dependent</td>
</tr>
<tr>
<td>TRPES</td>
<td>Time-Resolved Photoelectron Spectroscopy</td>
</tr>
</tbody>
</table>
1. Introduction

“The beginning is the most important part of the work.”
- Plato, The Republic

In this thesis I have addressed the microscopical, theoretical analysis and the control of transient spectra using time-dependent density functional theory. Here, the topics of non-equilibrium (attosecond) spectroscopy of molecular systems and optimal control theory are united under the technical framework of time-dependent density functional theory.

**The Attosecond Time Scale.** Structure and dynamics in the microcosm are inherently connected by the laws of quantum mechanics. Take, for example, a particle in a linear combination of its ground state $\Psi_0$ with energy $E_0$ and its first excited state $\Psi_1$ with energy $E_1$. This is called a wave-packet and the change in the position of its center of mass is the closest quantum mechanical analog to a classical trajectory [5]. The solution of the Schrödinger equation leads to an oscillatory motion with the period $T_{osc} = 2\pi/(\Delta E)$ where $\Delta E = E_1 - E_0$. The larger the energy separation $\Delta E$, the faster is the oscillatory motion. This energy separation is dictated by the spatial extent of the confining potential in addition to the particle’s mass. Therefore, quantum mechanics connects the rapidity of a problem with its spatial scale. Furthermore, for a wave-packet made of two bound eigenstates, the oscillation period $T_{osc}$ also determines the response time of the system to an external perturbation. For example, a two-level atom responds to the radiation field similarly to a classical damped electron oscillator of eigenfrequency $\omega_0 = 2\pi/T_{osc}$ [5, 6, 7]. The situation is similar for electron plasmas, where the plasma oscillation
frequency is inversely proportional to the square root of its density [8]. For a mean distance comparable to atomic dimensions $l_{\text{mean}} \approx 0.1 \text{ nm}$, we obtain $T_{\text{osc}} = 120 \text{ as}$. This is close to the oscillation period of valence electron wave-packets in bound atomic or molecular systems: a semiclassical electron orbits a hydrogen atom in 150 as. Thus the motion of electrons inside atoms, in molecular orbitals or confined in nanometer-scale potentials, like the collective dynamics of free electrons in high-density ionized gases, is naturally measured in attoseconds, and attosecond science is the science of electrons in motion, both collective and individual.

The Road Towards Attosecond Time Scales. Being able to measure with high resolution in space and time requires access to physical quantities with well-defined spatial and temporal gradients. They can both be provided by waves, whose wave length and oscillation period define the spatial and temporal steepness. In waves, the oscillations are periodic, which can be used to extract temporal information by measuring in the frequency domain and using the Kramers-Kronig relations [9, 10]. However, obtaining accurate results becomes more challenging with larger distances in space and time. Moreover, stationary metrology fails in describing non-linear response phenomena [5]. In these cases, isolated spatial temporal gradients are necessary. Direct space- and time-domain approaches offer transparent and intuitive measurement tools. In space, these methods carry the name microscopy, while its time-equivalent is called chronoscopy or time-resolved metrology. The evolution in the field of time-resolved metrology from the nanosecond to the attosecond regime was done in three steps, each triggered by new technologies.

First, the invention of the transistor brought the time-scale down from nanoseconds to picoseconds using wave lengths in the radio- to microwave regime. However, in this regime, the refractive index of typical materials varies strongly due to lattice vibrations. This strong dependence of the refractive index on the wave length limits the path length of distortion-free propagation. Since this path length scales quadratically with the duration of the transients, the path length of distortion-free propagation sets an upper limit for the signal speed. The refractive index of transparent optical materials is nearly constant in the visible and near-infrared. This gives rise to the mode-locking technique [11], which is based on the constructive interference of phase-modulated modes in a laser cavity and the resulting possibility of coherent light amplification if the phases are locked accordingly.
Non-linear optical phenomena, like the optical Kerr-effect and negative group delay dispersion, play a key-role in the process [12, 13]. These techniques have for example been implemented in mirror dispersion controlled Kerr Lens mode locked Ti:Sapphire lasers [14, 15]. To further shorten the pulse durations, the bandwidth of the cavity is increased using hollow-fiber wave guides [16, 17, 18, 19] and afterwards compressed with for example chirped mirrors [20]. By combining these techniques, the pulse duration reached the 1fs-barrier by 2000 (see e.g. the review articles [21, 22]). Nevertheless, the pulse lengths are limited by the increasing dispersion towards the ultraviolet due to electronic transitions.

An alternative approach to the generation of ultrashort pulses are free electron lasers (FEL) [23], proposed by Madey in 1971 [24], and firstly used by Deacon in 1977 [25]. Current FELs are based on the Self Amplified Spontaneous Emission (SASE) technique [26, 27, 28, 29] and produce radiation in the extreme ultraviolet to soft x-ray regime [30, 31] and the hard x-ray regime [32, 33] with durations in the femtosecond regime. They have been used to study the photoionization of atoms like Neon [34], Argon [35] and Xenon [36], which was theoretically studied in [37].

Finally, at the beginning of the 21st century, attosecond-pulse laser sources became available [38, 39]: In 2001 Hentschel et al. reported on the generation of single 650 ± 150 as long soft x-ray pulses [38] and in 2004 Kienberger et al. reported on the generation of 250 as long XUV pulses. The generation of attosecond pulses is based on high-harmonic generation (HHG) [5, 40, 41, 42] and is described by a three-step model [43, 44, 45]: In the first step, the laser ionizes an electron from an atom. The ionized electron is then accelerated by the laser field and recombines with its parent atom, releasing its kinetic energy in the form of a photon [46, 47]. The trajectory of the electron and its resulting kinetic energy depend on its time of release, with a maximal energy of $\omega_{\text{max}} = I_P + 3.17U_P$, where $I_P$ is the ionization potential of the system and $U_P$ the ponderomotive potential. Combining the different electron trajectories, for example by passing them through a thin aluminium-film [48], finally leads to the generation of attosecond pulses. An important variable in this context is the carrier-envelope phase (CEP), which is defined as the phase difference between the highest half-cycle of the electric field under the envelope and the envelope itself and was predicted [21, 49] and later observed [50] to play an important role in strong-field laser-matter interaction. Its control is crucial for the generation and measurement of reproducible isolated attosecond pulses [51] and the control of electron
emission from atoms [52]. The emission of attosecond pulses through high-harmonic generation can happen either in single-cycle mode [53, 54, 55] or as a train of pulses [56, 57], which are coherent and can be phase matched among multiple emitting atoms [58, 59, 60]. One distinguishes between in-situ and ex-situ measurements (for a recent review see [46]). By 2014, the shortest individual pulse obtained had a duration of 67 as [46, 61].

In addition to the generation, the ability to measure attosecond pulses is important. Duration and shape of attosecond-pulses can for example be measured by streak-imaging [62, 63]. The advent of attosecond-pulse laser sources and the possibility to adequately characterize the resulting pulses has given birth to a new field of physics – attosecond physics, where electron dynamics can be observed in real time [5, 42].

**Pump-Probe Spectroscopy.** Pump-probe experiments are the preferred technique to study the dynamical behaviour of atoms and molecules: the dynamics triggered by the pump pulse can be monitored by the time-dependent reaction of the system to the probe pulse (see Fig. 1.1), a reaction that can be measured in terms of, for example, the absorption of the pulse intensity, or of the emission of electrons.

![Figure 1.1: Pump-probe spectroscopy setup.](image)

Figure 1.1.: Pump-probe spectroscopy setup. The pump pulse triggers the dynamics, and after a certain delay time, the reaction of the system to a probe pulse is measured. Depending on the time-scale, electronic, vibrational and rotational properties can be measured. On the sub-femtosecond time-scale, the electronic-only dynamics can be observed. If we look at time-scales longer than tens or hundreds of femtoseconds, the atomic structure will have time to re-arrange, giving rise to the field of femtochemistry.
Before 1900 it was already known, that short flashes of light permit the recording of rapid phenomena using a technique called spark photography [5]. In 1864 Toepler extended this technique to study microscopic dynamics, where he used one spark to trigger a sound wave and a subsequent, delayed one to record it [64]. By taking pictures of the sound wave as a function of the delay time, he obtained a complete history of sound-wave phenomena. Pump-probe spectroscopy was born.

The time resolution of these experiments is mainly limited by the duration of the pulses – although it is also limited by the ability of the experimenter to ascertain their relative time delay and shape. In order to precisely fix this delay, the two pulses are coherently synchronized – in fact, they have the same origin, or one of them is used to generate the other – so that the delay is gauged by an optical path difference. This technique was developed in 1899 by Abraham and Lemoine, who were the first to derive pump and probe from the same spark [65]. The resultant synchronism allowed the improvement of the time resolution to the limit of the flash duration. This completed the conceptual framework of studying transient phenomena, limiting its progress to the development of shorter light pulses and techniques for its measurement.

A wealth of possibilities of potential setups exists, depending on the frequencies, durations and intensities of the two pulses. A common set-up in attosecond physics employs an XUV attosecond pulse and the relatively more intense, longer (few femtoseconds) NIR or visible pulse used for its generation. This set-up has two caveats: (i) Experiments are performed in the regime of temporal overlap of pump and probe pulse. The behaviour is complex and the results are difficult to interpret [66]. (ii) In some experimental setups, the NIR controls the system more than it probes it [67]. One way to circumvent this problem is by combining two XUV attosecond pulses. This is in principle possible (and has been theoretically analysed [68]), but unfortunately the low outputs of current XUV attosecond pulses lead to significantly too weak signals. To distinguish the attosecond pump-probe signal from the pump-only and probe-only background, the probability of the two-photon process involving a pump and a probe photon must be considerably higher than the one of the one-photon processes involving only a pump or only a probe photon. This requires focused intensities of $10^{15}$ W/cm$^2$ [67]. Intensities of $10^{14}$ W/cm$^2$ have been achieved for pulse trains [69, 70]. Another choice to make is the final observable, i.e. what kind of system reaction is to be measured as a function of the time delay. In this work we focus on two common choices: (i) Observing the emission of electrons
(their energies, angular distribution, or total yield) from the pumped system due to the probe pulse. This can be called time-resolved photo-electron spectroscopy (TRPES). (ii) Observing the optical absorption of the probe signal, which can be called time resolved absorption spectroscopy, or transient absorption spectroscopy (TAS).

Both techniques can of course be used to look at longer time resolutions. If we look at molecular reactions on the scale of tens or hundreds of femtoseconds, the atomic structure will have time to re-arrange. These techniques are thus mainly employed to observe modification, creation, or destruction of bonds, a field triggered by Zewail [71, 72], which is now called 

femtochemistry. TAS, for example, has been successfully employed to watch the first photo-synthetic events in chlorophylls and carotenoids [73], that transform the energy gained by light absorption into molecular rearrangements. A review describing the essentials of this technique can be found in Ref. [74]. Note that in addition to following chemical reactions, femtosecond-long pulses may also be used for example for characterizing the final electronic quantum state of ionized atoms [75] and many more processes.

In TRPES, the probe pulse generates free electrons through photo-ionization, and one measures their energy or angular distribution as a function of time; if this time is on the femtosecond scale one can follow molecular dynamics in the gas phase, as demonstrated already in the mid 1990s [76, 77], although this technique had already been employed to follow electronic dynamics on surfaces [78]. For review articles on the topic, see the recent articles [79, 80, 81, 82, 83].

If the goal—as in this work— is to study the electronic dynamics only, disentangling them from the vibronic degrees of freedom, then one must move down these spectroscopic methods to the attosecond regime [84]. In this regime, both TAS and TRPES have recently been demonstrated. Goulielmakis et al. for example performed a TAS experiment on the strong-field ionization of Krypton atoms, where the valence electron motion was observed in real-time [1]. For the obtained TAS see Figure 1.2. Another prototypical example for TAS is the recent experiment of Holler et al. where the transient absorption of an attosecond pulse train (created by high harmonic generation) by a Helium gas target, was studied in the presence of an intense IR pulse. The absorption was observed to oscillate as a function of the time-delay of pump and probe [85].

Several cases of use of TRPES with attosecond pulses have also been recently reported; an early example is the use of attosecond TRPES to investigate the time-resolved Auger
Figure 1.2.: TAS of Krypton ions as obtained by Goulielmakis et al. The ionization of Krypton can be observed as a function of time. This figure was published as Fig. 2 in Ref. [1]. Copyright © 2010 by the Nature Publishing Group (NPG).

decay in Krypton by Drescher et al. [86]. In fact, one of the major successes of attosecond science has been the measurement of the delays of electron ejection. Using a method called streak-field detection [5, 39, 87], the difference in electron ejection times can be measured on the order of tens of attoseconds [66]. In the streak-field method, a strong field from a NIR pulse is used to shift the momentum of an electron released into a laser field, giving it a time-stamp at the time of its birth. With this method, Schultze et al. were able to measure the delay of electrons emitted from the 2p orbital in Neon in comparison to the ones emitted from the 2s orbital by 100 eV photons to a precision
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of $21 \pm 5$ as [88]. Uiberacker et al. could observe in real time the light induced electron tunneling provoked by a strong NIR pulse, demonstrating how this electron tunneling can be used to probe short lived electronic states [89]. Smirnova et al. studied the ionization of an atom by an attosecond XUV pulse in the presence of an intense laser pulse, as a function of the time delay between both [90]. Johnsson et al. employed attosecond pulse trains and a Helium target to not only control the timing but also the probability of electron ejection [91]. Attosecond photoelectron spectroscopy was also demonstrated to yield useful information for condensed matter systems; e.g. Cavalieri et al. performed experiments on single-crystal Tungsten, where they measured the delay time between electrons emitted from the core and from the conduction bands [92].

**Theoretical Spectroscopy.** All these advances demand appropriate theoretical modelling. The use of more than one pulse of light intrinsically requires us to go beyond any “linear spectroscopy” technique – although if the pulses are weak a perturbative treatment may still be in order. This non-linear behavior provides much more information about the system at the cost of an increasingly difficult analysis. The use of two (or more) coherent pulses of light, with fine control over their shape (sometimes called a “multidimensional analysis”), permits a deeper characterization. This fact was already acknowledged in the field of nuclear magnetic resonance, or later in femtochemistry – see for example Refs. [93] and [94] for theoretical treatments of these cases.

A recent theoretical analysis of attosecond TAS based on perturbation theory was given by Baggesen et al. [68]. Gaarde et al. presented a study for relatively weak pumping IR pulses in combination with XUV ultrafast probes, for Helium targets and based on the single active electron approximation [95]. Very recently, the experiment reported by Ott et al. [2], in which the ultrafast TAS of Helium displayed features beyond the single active electron approximation, was theoretically analyzed in Ref. [96], utilizing an exact solution of the time-dependent Schrödinger equation, that cannot however be easily extended to larger systems. Finally, the above-mentioned experiment of Goulielmakis et al. [1] was analyzed with the model described in Ref. [97], which treated the pump IR pulse non-perturbatively.

Indeed, it would be desirable to analyze these processes with a fully non-perturbative theory (since at least one of the pulses is usually very intense), which at the same time
is capable of going beyond the single active electron approximation and accounting for many-electron interaction effects. This last fact is relevant since the attosecond time resolution obtained in this type of experiments is able to unveil the fast dynamical electron-electron interaction effects. The single active electron approximation, which essentially assumes that only one electron actively responds to the laser pulse, has been successfully used to interpret many strong-field processes. However, its range of validity is limited, and roughly speaking it is expected to fail whenever the energies of multielectron excitations become comparable to the laser frequencies or the single electron excitations [98].

Time-dependent density functional theory (TDDFT) [99] meets all these requirements: it may be used non-perturbatively, includes the electron-electron interaction and can handle out-of-equilibrium situations. It has been routinely used in the past decades to study the electron dynamics in condensed matter in equilibrium. By this we mean that, usually, one computes the linear or non-linear response properties of systems in the ground state (or at thermal equilibrium). In pump-probe experiments, however, one must compute the response of a system that is being driven out of equilibrium by an initial pulse. In this work, we have developed the theoretical framework and implemented it in the code octopus [100, 101, 102, 103] to explore the usability of TDDFT for this purpose, and show how, at least for the two cases of TAS and TRPES, the extension is straightforward.

However, in addition to mere numerical modelling, a more theoretical understanding of pump-probe experiments would be helpful. It is known, that ground state photo absorption spectra can be analyzed using the dipole-dipole response function, which can be conveniently cast into frequency space. The resulting Lehmann-representation of the response function provides an intuitive interpretation of photo absorption spectra in terms of the many-body excitation energies. In pump-driven systems, obtaining a similar mathematical interpretation is more complicated. Recently, several groups have published results on the theoretical modelling of these pump-probe situations [68, 95, 104, 105, 106]. In this thesis, I recast the Lehmann representation of the interacting response function of a driven system in the non-overlapping regime for short probe pulses and analyze some of its properties, paying particular attention to the lineshapes of the spectral peaks. A similar analysis has been published recently by Perfetto and Stefanucci [107], who also included the treatment of long probes and the overlapping regime. We also address how, the Lehmann representation in the non-equilibrium case can be used
to understand laser-induced lineshape changes.

**Optimal Control Theory.** The measurement and control of ultrafast processes are inherently intertwined. In fact, quantum optimal control theory [108, 109] (Quantum-OCT) can be viewed as the *inverse* of theoretical spectroscopy: rather than attempting to predict the reaction of a quantum system to a perturbation, it attempts to find the perturbation that induces a given reaction. It is the quantum version, first developed in the 80s [110, 111, 112], of a more general mathematical framework, *control theory* [113, 114], which is commonly applied in engineering, for example to design trajectories for satellites and space probes [109]. This quantum version of control was needed given the fast advances in experimental quantum control – or *coherent control of quantum systems*, as it is sometimes called.

The experimental control of quantum systems was born in the field of photo-chemistry: the goal was to achieve the selective destruction or creation of bonds by means of suitably tailored laser fields. It was therefore a consequence of the raise of the field of *femtochemistry*. Numerous techniques were invented in a short period of time, such as the control of quantum interference proposed by Brumer and Shapiro (also called *coherent control scheme*) [115, 116, 117], the “pump-dump” control proposed by Tannor and Rice [118, 119] (where the probe pulse not only probes, but in fact partially “dumps” the excited state wave-packet on the ground state), stimulated Raman adiabatic passage [120], wave-packet interferometry [121], etc.

However, the most successful technique - since it can be considered in fact a generalization of all the previous ones – has been found to be the adaptive feedback control (AFC) first proposed by Judson and Rabitz [122] and first realized in 1997 [123]. Using AFC, groundbreaking results were achieved in the control of chemical reactions [124], and in many related experiments such as the control of the efficiency of photosynthesis processes [125]. Even the photo-isomerization of the retinal molecule in rhodopsin proteins (a process that is crucial e.g. for vision in higher organisms) was optimized [126].

There are various degrees of freedom in the control pulse that can be manipulated. Take, for example, the previously mentioned carrier-envelope phase that has been used to control the electronic motion during the dissociation of diatomic molecules [127]. Recently, this approach has been extended to more complex polyatomic molecules (namely Acety-
Another recent development in coherent control is the scheme based on the nonresonant dynamic Stark effect, developed by Sussman, Stolow and coworkers [130, 131, 132], which is based on a three-pulse scheme: the pump pulse starting the dynamics, a manipulating pulse and a probe pulse. For a comprehensive review, I refer the reader to [133] and to [134] for a perspective on the field of strong field laser control. Experimental control of absorption spectrum features of methyl iodide (CH$_3$I) using the dynamic Stark effect has been recently demonstrated by Corrales et al. [135, 136]. In 2006, Stolow et al. used the nonresonant dynamic Stark effect to control the photodissociation of IBr [131]. They showed, that the dissociation yield depends critically on the delay between pump and control pulse. The same system was later investigated theoretically by Sanz-Sanz et al. [137]. The nonresonant dynamic Stark effect also provides a framework to understand light-induced avoided crossings and their counterpart light-induced conical intersections. An experimental exploitation of light-induced conical intersections was recently used to control the photo dissociation of a polyatomic molecule (CH$_3$I) [138].

Since the advent of attosecond physics, investigating autoionizing resonances in a time-resolved manner has drawn much attention both from experimentalists [139, 140, 141, 142] and theorists [105, 143, 144, 145, 146]. Autoionizing states were first observed by Beutler in 1935 in the photoabsorption spectra of rare gases [147]. Their characteristic shape was later explained by Fano in 1961 [148] - giving them their name. Recently, interest has also been focused not only on their time-resolved observation, but also on their modification and control of resonance shapes using laser dressing [95, 105, 139, 140, 144, 145, 149]. The simultaneous interaction with two light-fields in these experiments, directly connects them to phenomena like electromagnetically induced transparency [150, 151]. Works like [2, 152] use the NIR pulse of the pump-probe setup to impart a specific phase to the system under investigation, demonstrating the change from a Fano into a Lorentz line shape and vice versa (see Fig. 1.3).

All these advances in experimental quantum control require a theoretical counterpart, provided by Quantum-OCT. In this work, I have concentrated on its possible application to attosecond dynamics of many-electron systems. For that purpose, the possibility of combining Quantum-OCT with TDDFT was recently established [153]. Furthermore it has been shown, that it can be used to optimize strong-field ionization [154], photo-induced dissociation [155] and is compatible with Ehrenfest dynamics [156]. Very
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Figure 1.3.: (left) Laser controlled amplification of resonant light in the EUV. (A) Spectrum of transmitted EUV light without control laser: The Helium resonant absorption lines can be observed as local minima in an otherwise smoothly varying spectrum centered at a vertical position of 0 mm. (B) Spectrum of transmitted and amplified EUV light in the presence of the control laser. Amplification can be observed exactly at the He resonance positions corresponding to absorption in (A). (right) Transforming asymmetric Fano spectral absorption lines into symmetric Lorentzian absorption peaks in doubly excited He (A, B) and vice versa, from Lorentz to Fano in singly excited He (C, D). This figure is an adaption of Figs. 3 and 4 in Ref. [2]. Copyright © 2013 by the American Association for the Advancement of Science (AAAS).

recently, Krieger et al. used TDDFT to study intense, short, laser pulse-induced demagnetization in bulk Fe, Co, Ni, which can take place on time scales of <20 fs [157]. They studied the influence of laser intensity, frequency and duration on the demagnetization process.

In this thesis, the goal was to apply Quantum-OCT techniques, possibly in combination with TDDFT, in order to manipulate optical properties of atoms or molecules. This is strongly related to the topic of electromagnetically induced transparency: the goal may be to reduce or to enhance the absorption of light – how much and at which wave length. In particular, I have assessed the possibility of using tailored pumps in order to enhance the absorption in the visible range of otherwise transparent samples.

Finally, I have related the obtained results to the concept of perceived colour in humans.
Indeed, one of the most important ways of perceiving (and consequently interacting) with our environment as human beings is sight. The human vision is restricted to a very small spectral range, roughly between 350 and 750 nm. The human eye has three types of light receptors, each with different sensitivities for different wave lengths. When light enters the eye, each receptor perceives a different intensity, sending the corresponding electrical signal to the brain. The human brain then converts this so-called tristimulus into the colour that we “see”. Which colour would be perceived by the human eye is an interesting question in the field of dyes and has for example been addressed in [158]. The colour of a material depends on its electronic response to light (or, at very high temperatures, on its intrinsic emission), and is therefore subject to manipulation if one has control over the electronic state. This has been the control route whose viability has been assessed in this work.

Outline. The thesis is structured as follows. In Chapter 2, I present the necessary theoretical background for the thesis. I start by introducing the Born-Oppenheimer approximation, which allows us to separate the electronic from the nuclear degrees of freedom. Using the clamped-ion approximation for the rest of the thesis, I exclusively focus on the electronic part of the problem. Then I present the linear response theory for a general excited system, in the overlapping or non-overlapping regime in Section 2.2. This includes linear response theory for a system in its ground state as a special case. For the non-overlapping regime and short probe-pulses, I present a closed form of the Lehmann-representation of the response function and analyze some of its properties like the time-independence of its poles and the time-dependence of its spectral weights. After describing line-broadening mechanisms in Section 2.3, I show how the generalized Lehmann-representation can be used to understand lineshape changes in non-equilibrium systems. In Section 2.4, I present the foundations of (TD)DFT and describe how it can be used for the calculation of transient spectra. In Section 2.5.1, I present the model Hamiltonians used in this thesis, present the general theory of Rabi oscillations and show how this theory can be extended to three-level systems. In Section 2.6, I present the basic concepts of Quantum-OCT and how it can be used to optimize spectral properties of laser-excited systems. Finally in Section 2.7, I describe how spectra can be translated into human colour perception.

After having derived and presented the theory, I show how these concepts can be brought
together in spectroscopic applications in chapters 3, 4 and 5.

In Chapter 3, I show examples, where I use both, models and TDDFT to simulate pump-probe photo-electron and absorption spectroscopy in the overlapping and non-overlapping regime. First, the transient absorption spectrum of a one-dimensional model of He is studied using the exactly solvable model, showing how transient spectra can be interpreted using Rabi physics. The results are then compared to TDDFT calculations using the LDA and the EXX functional, where I identify and point out some shortcomings of the functionals due to their lack of memory. Afterwards, I present TAS and TRPES simulations for the real three-dimensional Helium, showing how both techniques can be combined to obtain a more complete picture of the photo-induced dynamics. Finally, I extend the study to the Ethylene molecule, which features a $\pi \rightarrow \pi^*$ transition in the transient spectra.

In Chapter 4, I use the example of analytically solvable Hydrogen to demonstrate how the Lehmann representation for excited state spectra can be used to interpret transient absorption spectra in the non-overlapping regime. I compare analytic and numerical results and investigate the difficulties of simulating spectroscopy of highly excited states. I demonstrate how the excited-state spectrum of a non-stationary state changes in time, how this time-dependence influences the colour and how the oscillatory behaviour of the spectrum in time manifests in a cromaticity diagram. Finally, I show how the previously derived Rabi-formalism in a three-level system can be used to control the excitation of Hydrogen into a state, that absorbs light in the visible.

In Chapter 5, I focus on bringing together TDDFT with the control of transient spectra. I present the details of the derived algorithm to optimize spectra and demonstrate results for exactly solvable Hydrogen. Then I compare its performance using the exact formalism with its TDDFT performance using the case of one-dimensional Helium. This comparison demonstrates the importance of an intelligent choice of the optimization space, and it also becomes clear that TDDFT brings about its own special challenges. I also demonstrate the time-dependence of the excited-state spectrum of Helium in the TDDFT case and compare it to the exact case as demonstrated in the previous chapter. Singly ionized Beryllium is investigated as the final single-atom system before I extend the approach to molecules, where I look at neutral and doubly-ionized Methane. For doubly-ionized Methane, in addition to presenting the optimization results for two different search spaces, I perform a pulse-cleaning, where I analyse the dynamics of the excitation process by
exposing the molecule to only certain parts of the optimized pulse. Finally I present an alternative approach to the optimization process where, instead of directly optimizing the spectrum, one first finds an excited state with the desired properties, and then uses gradient-based optimization algorithms to excite the system into this target state.

In Chapter 6, I summarize the work at hand, its main conclusions and point out open questions and possible future work. Finally, two appendices provide further details on the computational methods and a third provides calculations, where we analyze tunneling in many-particle systems and its description in DFT. The bibliography can be found at the end of thesis.
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In this thesis, we investigate the reaction of atoms and molecules to the irradiation with electromagnetic fields on the attosecond time scale. The dynamics of non-relativistic, quantum-mechanical systems are governed by the time-dependent Schrödinger equation

\[ i \frac{\partial}{\partial t} |\Xi(t)\rangle = \hat{H}(t)|\Xi(t)\rangle \]  

(2.1)

with the wave function $|\Xi(t)\rangle$ and the time-dependent Hamiltonian

\[ \hat{H}(t) = \hat{T}_I + \hat{T}_e + \hat{V}_{II} + \hat{V}_{ee} + \hat{V}_{le} + \hat{V}_{ext}(t) , \]  

(2.2)
where $\hat{V}_{\text{ext}}(t)$ is the external potential and

$$
\begin{align*}
\hat{T}_I &= - \sum_I \frac{\nabla_I^2}{2M_I}, \\
\hat{V}_{II} &= \frac{1}{2} \sum_{IJ} \frac{Z_I Z_J}{|\hat{R}_I - \hat{R}_J|}, \\
\hat{T}_e &= - \sum_i \frac{\nabla_i^2}{2m}, \\
\hat{V}_{ee} &= \frac{1}{2} \sum_{ij} \frac{1}{|\hat{r}_i - \hat{r}_j|}, \\
\hat{V}_{el} &= \sum_{ij} \frac{Z_I}{|\hat{r}_i - \hat{R}_I|}.
\end{align*}
$$

(2.3)

where $\hat{r}_i$ are the positions of the electrons, $m$ is the electronic mass and $\hat{R}_I$, $M_I$ and $Z_I$ are the positions, masses and charges of the nuclei. Note, that atomic units will be used throughout the whole thesis.

Solving (2.1) is computationally challenging and in practice becomes unfeasible for systems with more than two or three degrees of freedom. Therefore a range of approximations have to be applied.

One, that is commonly used to separate the electronic from the nuclear degrees of freedom, is the Born-Oppenheimer approximation [159, 160]. The Born-Oppenheimer approximation states, that due to the mass difference between atoms and electrons, atomic and electronic motion happen on different time-scales and therefore the combined Schrödinger equation (2.1) can be separated into a nuclear and an electronic part.

In this thesis, we look at electron dynamics at the attosecond time scale. Since we want to focus on the electronic part, we use the Born-Oppenheimer approximation in combination with the Clamped-Ion Approximation, in which the motion of the nuclei is completely neglected.

In this chapter, I present the theoretical background to the work done. I start by introducing the Born-Oppenheimer approximation in 2.1. Afterwards, I will exclusively focus on the electronic problem. The response of a system to an external perturbation is the topic of response theory, where the connection between perturbation and response is given by the respective response function. If the perturbation is sufficiently weak, one
neglects higher orders in the response function, leading to the linear response theory, which is presented in 2.2. Whilst the theory of linear response is usually based on a system in its ground state, where the external perturbation is used to probe the system, I show, how the formalism can be adapted to describe the response of systems out of equilibrium. This formalism is useful to describe pump-probe experiments, where external fields are not only used to probe, but also to excite the system. A generalized Lehmann representation of the response function for the non-overlapping regime, (where the probe arrives after the end of the pump), is presented in 2.2.2 followed by some general comments about the connection between real and imaginary part of the response function in Section 2.2.3. Up to here, everything was about general response functions. How the optical spectrum can be obtained from one of them – namely the dipole-dipole response, is presented in Section 2.2.4. With this connection in mind, in Section 2.2.5, I analyze the consequences of the time-dependency of the developed Lehmann representation for the spectra of excited states.

In our formalism, excited bound states have an infinitely long life time and spectroscopic peaks are $\delta$-functions, which have to be broadened artificially in order to mimic spontaneous emission and other decay mechanisms that could be present in experiments. Different broadening mechanisms and the resulting line shapes are discussed in Section 2.3. Furthermore, it is shown, how different line shapes are connected with each other and can be converted into each with the help of lasers.

At the beginning of this chapter, I said, that solving the time-dependent Schrödinger equation (2.1) is computational challenging. For many-electron systems, only applying the Born-Oppenheimer approximation is not enough to make the problem solvable. Further approximations have to be made for the electronic part of the problem. One way to tackle the electronic problem is Density Functional Theory (DFT) and its time-dependent counterpart TDDFT, which replace the many-body wave function by the far more manageable electronic density.

Section 2.4 marries the concepts of response functions with the concept of treating electronic systems using TDDFT. After a brief introduction, in Section 2.4.1, I present the Hohenberg-Kohn (HK) theorem, which states, that indeed there is one-to-one correlation between the external potential (and therefore the many-body wave function) and its ground state density. The HK variational principle then finds the ground state density by minimizing the energy functional, which is a functional of the density. This is mostly
done using the Kohn-Sham (KS) equations, where the density is constructed using a
system of fictitious non-interacting electrons occupying the so-called KS orbitals. Whilst
DFT is in principle exact, this functional is not known analytically and in practice has
to be approximated. Section 2.4.1.1 presents the approximations used in this thesis.
For time-dependent problems, a similar theory exists, connecting the time-dependent
density to the time-dependent external potential using time-dependent KS orbitals. A
short introduction into TDDFT and how to propagate the KS orbitals in time is given
in Section 2.4.2.

After the introduction into (TD)DFT it should be clear, that the most important ob-
servable in this context is the time-dependent density. How the time-dependent density
can be used to obtain the density-density response function and how the density-density
response function is coupled to the dipole-dipole response function, which at the end pro-
vides the optical spectrum of a system is shown in Section 2.4.3 followed by the connection
between many-body and KS-response function in Section 2.4.4. In practice, solving the
response equations can be done using several approaches, e.g. by linearizing the time-
dependent Kohn-Sham (TDKS) equations in the frequency domain and casting them
into matrix eigenvalue form or by propagating the same equations in real time applying
a sufficiently weak dipole perturbation. While the first one mostly focuses on ground
state spectrum, the extension of the latter to the case of excited state spectroscopy is
straightforward and our method of choice. A small introduction into its principles can
be found in Section 2.4.5.

Finally in Section 2.4.6, I explain how to perform time-resolved photo-electron spec-
troscopy (TRPES) calculation in TDDFT using the mask method.

Whilst for bigger systems methods like (TD)DFT have to be used, it is instructive to
test theories for smaller systems, which can be solved either analytically or numerically
exactly. In this thesis, calculations for several model systems (in one or three dimensions)
are used. This is the topic of Section 2.5.1. For the analysis of excited state spectra in the
exact case, the concept of Rabi-oscillations assuming a two-level system is used through-
out this thesis. Section 2.5.2 gives a short introduction into the text-book derivation of
Rabi oscillations. This concept is then extended to certain cases of three-level systems.

As mentioned before, this thesis not only deals with spectroscopy, but combines excited
state spectroscopy with control. Not only how to probe, but also how to create and control
excited states is addressed. The general concept of control is presented in Section 2.6 as
well as the general procedure to derive an algorithm to control spectra.

Finally, we analyze optical spectra in the context of their perception by us - human beings. We argue, that by controlling the spectrum of a system, one can control its colour. In this context, one has to understand, how the light, that is perceived by the human retina is translated into human colour perception. This question is addressed in Section 2.7.

2.1. Born-Oppenheimer and Clamped-Ion Approximation

Thanks to the large difference in masses between nuclei and electrons, a great simplification in the problem of studying a system combining both types of particles can be achieved by making use of the so-called Born-Oppenheimer approximation [159, 160]. With it, the problem posed by the Hamiltonian (2.2) can be split into two steps: one that involves the resolution of an electronic-only problem (yet, in principle, one problem for each possible nuclear configuration), and one that involves the solution of an equation for the nuclei only, moving on some “potential surfaces” constructed in the previous step. First, one defines an “electronic Hamiltonian” for each nuclear configuration $\mathbf{R} = \{\mathbf{R}_I\}$:

$$
\hat{H}_e(\mathbf{R}) = \hat{T}_e + V_{II}(\mathbf{R}) + \hat{V}_{ee} + \hat{V}_{Ie}(\mathbf{R}).
$$

(2.4)

Note that, here, $\mathbf{R}$ are parameters, and not operators. Next, we consider an orthonormal basis for the electronic Hilbert space, also at each nuclear configuration: $\{\Psi_k(\mathbf{r}; \mathbf{R})\}_k$. Using this basis, we may expand (without, yet, any approximation) the full solution of the Schrödinger equation

$$
\hat{H}\Xi(\mathbf{r}, \mathbf{R}) = E\Xi(\mathbf{r}, \mathbf{R})
$$

(2.5)

as:

$$
\Xi(\mathbf{r}, \mathbf{R}) = \sum_k \Psi_k(\mathbf{r}; \mathbf{R})\chi_k(\mathbf{R}).
$$

(2.6)

The substitution of this expression into Eq. (2.5) yields, after some algebra:

$$
\left[ \hat{T}_I + T'_{kk}(\hat{\mathbf{R}}) + T''_{kk}(\hat{\mathbf{R}}) + U_{kk}(\hat{\mathbf{R}}) - E \right] |\chi_k\rangle = -\sum_{k'} U_{kk'}(\hat{\mathbf{R}}) + T'_{kk'}(\hat{\mathbf{R}}) + T''_{kk'}(\hat{\mathbf{R}}) |\chi_{k'}\rangle,
$$

(2.7)
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where:

\[ U_{kk'}(R) = \langle \Psi_k(r; R) | \hat{H}_e(R) | \Psi_{k'}(r; R) \rangle, \quad (2.8) \]

\[ T_{kk'}(R) = - \sum_I \frac{1}{M_I} d_{kk'}^I(R) \cdot \nabla_R \quad (2.9) \]

\[ T''_{kk'}(R) = - \sum_I \frac{1}{2M_I} \langle \Psi_k(r; R) | \nabla_R^2 | \Psi_{k'}(r; R) \rangle \quad (2.10) \]

\[ d_{kk'}^I(R) = \langle \Psi_k(r; R) | \nabla_R | \Psi_{k'}(r; R) \rangle \quad (2.11) \]

After these manipulations, one may attempt a solution of the full Schrödinger equation in two steps, where the first step is the construction of the electronic basis and the computation of the previous objects and the second step is the solution of the nuclear Eq. (2.7).

Normally, the orthonormal basis is chosen to be the eigenbasis of the electronic Hamiltonian:

\[ \hat{H}_e(R) | \Psi_k(r; R) \rangle = U_{kk}(R) | \Psi_k(r; R) \rangle, \quad (2.12) \]

so that the off-diagonals \( U_{kk'}(R) = 0 \) \( (k \neq k') \) vanish. Also, usually (especially if the electronic eigenstates can be chosen to be real), \( T'_{kk'}(R) = 0 \). However, the Born-Oppenheimer approximation, essentially, amounts to neglecting the right hand side off-diagonal \( (k \neq k') \) terms \( T_{kk'} \) and \( T''_{kk'} \) (the “non-adiabatic couplings”), and the BO diagonal correction \( T''_{kk} \). In this manner, the nuclear wave functions are completely decoupled:

\[ \left[ \hat{T}_I + U_{kk}(\hat{R}) \right] | \chi_k \rangle = E | \chi_k \rangle. \quad (2.13) \]

A perturbation theory analysis permits to understand that the neglection of the terms assumed in the Born-Oppenheimer approximation is good if the ratio of electronic to nuclear masses is small.

This analysis can be extended to the time-dependent Schrödinger equation, and one may propagate “nuclear wave packets” moving on the electronic “potential surfaces” \( U_{kk}(R) \). Some subtleties arise whenever the nuclear wave packets approach regions in configuration space where the potential surfaces cross, rendering the Born-Oppenheimer approximation invalid.

As a further step, one may “complete” the Born-Oppenheimer approximation by taking
a classical limit for the nuclear degrees of freedom, arriving to the realm of “molecular
dynamics”. This limit can also be taken before the neglect of the non-adiabatic terms,
arriving to some form of non-adiabatic molecular dynamics.

In any case, for this work we can in fact ignore the nuclear movement (due to the very
fast phenomena we wish to study), and assume the Clamped-Ion Approximation. Therefore,
we are only concerned with the electronic Hamiltonian (2.4), for nuclear positions fixed
at the equilibrium positions (in fact, we may simply remove from the electronic
Hamiltonian the nucleus-nucleus interaction term $V_{II}(R)$, since it is now merely a con-
stant.

2.2. Linear Response Theory

When a time-dependent electromagnetic pulse passes through a sample, the molecules
polarize and this polarization modifies the otherwise free propagation of light, leading to
e.g. its partial absorption. In a dilute gas, assuming the electric dipole approximation
and a sufficiently weak pulse, the dipole–dipole linear dynamic polarizability entirely
determines the polarization of the medium and therefore the amount of absorption. Usu-
ally this is understood at equilibrium: the gas is supposed to be at thermal equilibrium
and the only light pulse present is the one, the absorption of which we want to mea-
sure. The pump-probe situation discussed in this thesis is slightly different. Here, we
want to measure the absorption of a probe pulse by a gas, that is also irradiated by
a pump-pulse, either simultaneously (overlapping regime) or with a certain delay (non-
overlapping regime). In this situation, the task is to compute the electric dipole of a
system, which is evolving in time with and without the probe pulse – the difference is
the excess of polarization, which is responsible for the absorption of the probe.

In this chapter, I first derive a generalized Kubo formula of the retarded response function
of a system governed by a time-dependent Hamiltonian. This Kubo formula is valid in
the overlapping as well as in the non-overlapping regime. For the non-overlapping regime,
I then proceed to write-down a generalized Lehmann formula of the response function
that will help us gain microscopical understanding of the mechanisms behind pump-
probe experiments. After shortly presenting the Kramers–Kronig relations and showing
the connection between the dipole–dipole response function and the photoabsorption
cross-section I present a detailed analysis of the generalized Lehmann formula and the
information, that it holds in the case of transient absorption spectroscopy.

2.2.1. General Time-Dependent Linear Response Theory

Here, we give a short overview about general time-dependent linear response theory. For a more detailed description, we refer the reader to [3, 161, 162, 163, 164].

We consider a system described by the Hamiltonian

\[ \hat{H}_0\[E\](t) = \hat{H} + E(t)\hat{V}, \] (2.14)

where \( \hat{H} \) is the static Hamiltonian, that describes the system itself and \( E(t)\hat{V} \) is the coupling to a pump laser pulse. Note, that we only treat the electric part of the electromagnetic field, neglecting the magnetic part. \( \hat{H}_0\[E\](t) \) is the “unperturbed” Hamiltonian, which contains only the pump pulse. The full Hamiltonian results from the addition of the time-dependent perturbation \( \hat{H}_1(t) = F(t)\hat{V} \), where \( F(t) \) describes the probe pulse:

\[ \hat{H}(t) = \hat{H} + E(t)\hat{V} + F(t)\hat{V}. \] (2.15)

The time evolution of the system is given by

\[ \frac{\partial}{\partial t}\hat{\rho}(t) = \left[ \hat{H}_0(t) + F(t)\hat{V},\hat{\rho}(t) \right] \] (2.16)

and initially \((t_{-\infty} \leq t_0, \text{ some time before the arrival of both pump and probe laser})\), the system is at equilibrium

\[ \left[ \hat{H},\hat{\rho}(t_{-\infty} \leq t_0) \right] = 0. \] (2.17)

For a given pump \( \delta(t) \), me may assume the evolution of the system to be a functional of the probe shape \( \hat{\rho} = \hat{\rho}[F] \) and we can expand \( \hat{\rho} \) in a Taylor series (in a functional sense) around the case of no perturbation \( F(t) = 0 \):

\[ \hat{\rho}[F] = \sum_{n=0}^{\infty} \hat{\rho}_n[F], \] (2.18)

where \( \hat{\rho}_0 \) is the unperturbed system evolution \((F(t) = 0, \text{ only the pump pulse is present})\).
and \( \hat{\rho}_n \) is \( n \)th order in the perturbing field \( F(t) \):

\[
\hat{\rho}[\lambda F] = \lambda^n \hat{\rho}[F].
\]  

(2.19)

A similar Taylor expansion is possible for any expectation value \( O(t) \) of an observable \( \hat{O} \):

\[
O(t) = \text{Tr} \left\{ \hat{\rho}(t) \hat{O} \right\} = \sum_{n=0}^{\infty} O_n(t)
\]  

(2.20)

with

\[
O_n(t) = \text{Tr} \left\{ \hat{\rho}_n(t) \hat{O} \right\}. \tag{2.21}
\]

\( O(t) - O_0(t) \) is called the response of \( \hat{O} \) to the perturbation \( F(t) \hat{V} \), where \( O_1(t) \) is the linear, \( O_2(t) \) the quadratic response and so on. There is no proof that this expansion is convergent, but normally one assumes that it does as long as the perturbing field \( F(t) \) is sufficiently weak. Note, that in the case of no pump-laser, \( O_0 \) is time-independent and we recover the usual formalism of linear response from the ground state.

For sufficiently weak probes, we are only interested in the linear response

\[
\delta O(t) = O(t) - O_0(t) \approx O_1(t) = \text{Tr} \left\{ \hat{\rho}_1(t) \hat{O} \right\}, \tag{2.22}
\]

where \( \hat{\rho}_1(t) \) is the solution to the linearized equation

\[
i \frac{\partial}{\partial t} \hat{\rho}_1(t) = \left[ \hat{H}_0(t), \hat{\rho}_1(t) \right] + \left[ F(t) \hat{V}, \hat{\rho}_0(t) \right] \tag{2.23}
\]

with the initial condition \( \hat{\rho}_1(t_0) = 0 \). To obtain the solution \( \hat{\rho}_1(t) \) of Eq. (2.23), we introduce the propagator \( \hat{U}[\mathcal{E}](t, t') \) for the unperturbed time evolution in presence of only the pump \( \mathcal{E}(t) \):

\[
\hat{U}[\mathcal{E}](t, t') = \hat{T} \exp \left\{ -i \int_{t'}^{t} d\tau \hat{H}_0[\mathcal{E}](\tau) \right\}, \tag{2.24}
\]

where \( \hat{T} \exp\{\cdots\} \) is the usual time-ordered exponential [165]. For the moment, we skip the explicit notation of the functional dependence on \( \mathcal{E} \), but will put it back later.
2.2. LINEAR RESPONSE THEORY

Eq. (2.24) is the formal solution to the equation of motion for the propagator

\[ i \frac{\partial}{\partial t} \hat{U}(t, t') = \hat{H}_0(t) \hat{U}(t, t') \]  

(2.25)

with the boundary condition \( \hat{U}(t, t) = \hat{I} \). Using Eq. (2.25), we find the solution to Eq. (2.23) as

\[ \hat{\rho}_1(t) = -i \int_{t_0}^t dt' \hat{U}(t, t') \left[ F(t') \hat{V}, \hat{\rho}_0(t') \right] \hat{U}(t', t), \]  

(2.26)

where the differentiation of the propagators yields the first term of the right-hand side of Eq. (2.23), while the differentiation with respect to the upper limit of the \( t' \) integral yields the second term. Inserting \( \hat{\rho}_1(t) \) into Eq. (2.22) yields the linear response

\[ O_1(t) = -i \int_{t_0}^t dt' F(t') \text{Tr} \left\{ \hat{\rho}(t_0) \left[ \hat{O}_I(t), \hat{V}_I(t') \right] \right\}, \]  

(2.27)

with the operators \( \hat{O}(t) \) in the interaction representation being defined as

\[ \hat{O}_I(t) := \hat{U}(t_0, t) \hat{O} \hat{U}(t, t_0) = \hat{U}^\dagger(t, t_0) \hat{O} \hat{U}(t, t_0). \]  

(2.28)

Finally we rewrite the linear response as

\[ O_1 \left[ E \right](t) = \int_{-\infty}^{\infty} dt' F(t') \chi_{\hat{O}, \hat{V}} \left[ E \right](t, t'), \]  

(2.29)

where

\[ \chi_{\hat{O}, \hat{V}} \left[ E \right](t, t') = -i \theta(t - t') \text{Tr} \left\{ \hat{\rho}(t_0) \left[ \hat{O}_I \left[ E \right](t), \hat{V}_I \left[ E \right](t') \right] \right\} \]  

(2.30)

is the retarded response function. In Eq. (2.29) we replaced the lower integral limit by \(-\infty\), because of Eq. (2.17) and we could replace the upper integral limit by \( \infty \) because of the step-function in the response-function. The step-function ensures the causality requirement, that any response at time \( t \) is due to a perturbation at an earlier time \( t' < t \). Eq. (2.29) has the standard form of Kubo’s formula [166] with one minor difference. In our case, the unperturbed Hamiltonian \( \hat{H}_0(t) \) is time-dependent and therefore the time-propagation of the operators has to be done using the time-ordered exponentials (2.24). For systems at equilibrium (i.e. the Hamiltonian \( \hat{H}_0 \) is time-independent and the system is initially at equilibrium), one makes use of the time-translational invariance, since one may prove that the expression for the response function only depends on \( t - t' \), and not
on both times independently. This permits to define a response function that has only one time argument (the difference \( t - t' \)) and only depends on properties of the system in absence of the probe.

In contrast, in Eqs. (2.29) and (2.30) we explicitly mention the functional dependence on \( \mathcal{E} \) to stress that in the more general case, the response function is a property of both the system (defined by the static Hamiltonian \( \hat{\mathcal{H}} \)) and of the pump shape \( \mathcal{E} \) and explicitly depends on both times \( t \) and \( t' \). The response itself is a functional of both pump and probe pulses, and after taking its Fourier transform can be written as

\[
O_{1} [\mathcal{E}, F] (\omega) = \int_{-\infty}^{\infty} dt' F(t') \chi_{\hat{\mathcal{O}}, \hat{\mathcal{V}}}[\mathcal{E}] (\omega, t').
\]  

(2.31)

In the next subsection we look closer at \( \chi_{\hat{\mathcal{O}}, \hat{\mathcal{V}}}[\mathcal{E}] (\omega, t') \) and show, how one can derive a Lehmann-like representation of the frequency-dependent response function in the non-overlapping case, where the pump pulse has ended and the system evolves under the influence of the static Hamiltonian \( \hat{\mathcal{H}} \).

### 2.2.2. Frequency Dependent Response Function and Generalized Lehmann Representation

In linear-response theory it is more common to work in the frequency domain than to consider the response in real time, because replacing the time by the frequency as variable enables us to extract the excitation energies of a system from its linear response. For a stationary initial state \( \rho(t_0) \) and a static Hamiltonian \( \hat{\mathcal{H}} \), one makes use of the time-translational invariance of the response function, Fourier-transforms with respect to the time difference \( t - t' \) and arrives at the Lehmann representation of the frequency-dependent response function.

We are interested in a situation, in which at the arrival of the probe the system is not in its ground state, but in an excited state, due to its excitation by a previous pump laser. We can show, that while for a general non-stationary state it is not possible to define a time-independent response function, one can still write down the Lehmann representation of the response function in closed form, which then additionally depends on the delay between pump and probe. Here, we present the time-dependent Lehmann representation for the non-overlapping regime, i.e. for the case, where the pump pulse has finished before the probe pulse arrives. In [107], a similar expression is presented,
that includes the overlapping regime.

In the non-overlapping regime, the situation is conceptually equivalent to considering a Hamiltonian
\[ \hat{H}(t) = \hat{\mathcal{H}} + F(t)\hat{V} \] (2.32)
with an arbitrary initial state described by the density operator \[ \hat{\rho}_{[E]}(t_0) \], which the system has reached because of the former influence of the pump field \[ E \]. Hereafter, the time \[ t_0 \] is fixed after the pump pulse, and before the arrival of the probe. In contrast to the very general case described in Section 2.2.1, the unperturbed Hamiltonian is now time-independent (but the unperturbed evolution of the system is not).

We recall the time-dependent linear response function (2.30)
\[ \chi_{\hat{O},\hat{V}}[E](t,t') = -i\theta(t-t') \text{Tr} \left\{ \hat{\rho}(t_0) \left[ \hat{O}_I[E](t), \hat{V}_I[E](t') \right] \right\} \] (2.33)
We now perform several steps at once. First we write the density operator as
\[ \hat{\rho}_{[E]}(t_0) = \sum_{n=1}^{\infty} s_n |\Psi_n(t_0)\rangle \langle \Psi_n(t_0)|, \quad \sum_n s_n = 1 \] (2.34a)
with
\[ \text{Tr} \left\{ \hat{\rho}_{[E]}(t_0)\hat{O} \right\} = \sum_n s_n \langle \Psi_n(t_0) | \hat{O} | \Psi_n(t_0) \rangle, \] (2.34b)
where \( s_n \) is the probability of the system to be in the state \( |\Psi_n(t_0)\rangle \) at \( t = t_0 \). For ease of notation, we assume, that the system is in a pure state, i.e. that all \( s_n \) are zero except for one, which is one. This reduces the trace to
\[ \text{Tr} \left\{ \hat{\rho}_{[E]}(t_0)\hat{O} \right\} = \langle \Psi(t_0) | \hat{O} | \Psi(t_0) \rangle \] (2.34c)
with an arbitrary wave function \( |\Psi(t_0)\rangle \), which in the eigenbasis of \( \hat{\mathcal{H}} \) is expressed as
\[ |\Psi(t_0)\rangle = \sum_{j=1}^{\infty} \gamma_j |\Phi_j\rangle, \quad \hat{\mathcal{H}} |\Phi_j\rangle = \varepsilon_j |\Phi_j\rangle \] (2.34d)
where the sum includes both bound and continuum eigenstates \( |\Phi_j\rangle \); for the latter, the sum over states has to be converted into the integral over a continuum of states. The
expansion coefficients $\gamma_j$ are complex with
\[ \gamma_j = |\gamma_j| e^{i\phi_j} \] (2.34e)
and depend on the end-time $t_0$ of the pump pulse, which is the time, when we do the projection. Finally we make use of the interaction representation
\[ \hat{V}_I = e^{i\hat{H}(t-t_0)} \hat{V} e^{-i\hat{H}(t-t_0)} \] (2.34f)
while inserting the completeness relation
\[ 1 = \sum_{j=1}^{\infty} |\Phi_j\rangle\langle\Phi_j|. \] (2.34g)

Using Eqs. (2.34), Eq. (2.33) turns into
\[ \chi_{\hat{O},\hat{V}}[\mathcal{E}](t, t') = -i\theta(t-t') \sum_{jkm} \gamma_j^* \gamma_k \langle\Phi_j|\hat{O}|\Phi_m\rangle\langle\Phi_m|\hat{V}|\Phi_k\rangle e^{-i(\varepsilon_m-\varepsilon_j)(t-t')} e^{-i(\varepsilon_k-\varepsilon_j)(t-t_0)} + cc. \]

Finally we substitute the step-function $\theta(t-t')$ by the integral representation
\[ \theta(t-t') = \lim_{\eta \to 0^+} \frac{i}{2\pi} \int_{-\infty}^{\infty} d\omega' \frac{e^{-i\omega'(t-t')}}{\omega'+i\eta} \] (2.35)
and Fourier transform in order to arrive to a generalized Lehmman representation of the linear response function (here and in the following, $\lim_{\eta \to 0^+}$ is understood):
\[ \chi_{\hat{O},\hat{V}}[\mathcal{E}](\omega, t_0 + \tau) = \sum_{jkm} \left\{ \frac{\gamma_j^* \gamma_k \langle\Phi_j|\hat{O}|\Phi_m\rangle\langle\Phi_m|\hat{V}|\Phi_k\rangle}{\omega - (\varepsilon_m - \varepsilon_j) + i\eta} e^{-i(\varepsilon_k-\varepsilon_j)\tau} \right. \]
\[ \left. - \frac{\gamma_j^* \gamma_k \langle\Phi_j|\hat{O}|\Phi_m\rangle^*\langle\Phi_m|\hat{V}|\Phi_k\rangle^*}{\omega + (\varepsilon_m - \varepsilon_j) + i\eta} e^{i(\varepsilon_k-\varepsilon_j)\tau} \right\}, \] (2.36)
where we introduced the “delay time”
\[ \tau = t' - t_0. \] (2.37)
For an illustration see Fig. 2.1. If the operators \( \hat{V} \) and \( \hat{O} \) are real, we can always chose

the basis set \( \{ |\Phi_i\rangle \} \) to be real and Eq. (2.36) simplifies to

\[
\chi_{\hat{O},\hat{V}}[\omega] (\omega, t_0 + \tau) = \sum_{jkm} \langle \Phi_j | \hat{O} | \Phi_m \rangle \langle \Phi_m | \hat{V} | \Phi_k \rangle \left\{ \frac{\gamma_j^* \gamma_k e^{-i(\epsilon_k - \epsilon_j)\tau}}{\omega - (\epsilon_m - \epsilon_j) + i\eta} - \frac{\gamma_j \gamma_k^* e^{i(\epsilon_k - \epsilon_j)\tau}}{\omega + (\epsilon_m - \epsilon_j) + i\eta} \right\},
\]

(2.38)

which, using

\[
\gamma_j(\tau) := \gamma_j e^{-i\epsilon_j \tau} = |\gamma_j| e^{-i(\epsilon_j \tau - \varphi_j)}
\]

(2.39)

and

\[
\omega_{jm} = \epsilon_m - \epsilon_j
\]

(2.40)
can be rewritten as

\[
\chi_{\hat{O},\hat{V}}^{\omega, t_0 + \tau} = \sum_{jkm} \langle \Phi_j | \hat{O} | \Phi_m \rangle \langle \Phi_m | \hat{V} | \Phi_k \rangle \left\{ \frac{\gamma_j^*(\tau)\gamma_k(\tau)}{\omega - \omega_{jm} + i\eta} - \frac{\gamma_j(\tau)\gamma_k^*(\tau)}{\omega + \omega_{jm} + i\eta} \right\}.
\]

(2.41)

The Lehmann representation is one of the most important results in linear response theory because it shows explicitly how a frequency-dependent perturbation couples to the excitation spectrum of a system. Here, we present a generalization to a pump-probe situation, where the probe arrives with some positive delay to the pump pulse (non-overlapping regime).

Before we continue to the derivation of the Kramers–Kronig relations, let us firstly introduce some useful notation. For further discussions, we divide the linear response function into its real and its imaginary part

\[
\chi(\omega) = \chi'(\omega) + i\chi''(\omega).
\]

(2.42)

We note, that \(\chi'(\omega)\) is an even function

\[
\chi'(-\omega) = \chi'(\omega)
\]

(2.43)

and unchanged under time-reversal \(t \rightarrow -t\). It is called the **reactive** part of the response function. In contrast, the imaginary part \(\chi''(\omega)\) is an odd function

\[
\chi''(-\omega) = -\chi''(\omega)
\]

(2.44)

and changes its sign under time reversal. It is called **dissipative** or **absorptive** part of the response function and is also known as the **spectral function**.

I will now proceed to present the Kramers–Kronig relations for general response functions before pointing out, how the the density-density response function, a variable that can be readily obtained with the help of TDDFT, relates to the photoabsorption cross-section of a system. With this a bit more concrete example in mind, I will finally present a detailed analysis of Eq. (2.41), pointing out the differences to the usual ground-state formalism.
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2.2.3. Kramers–Kronig Relations

The Kramers–Kronig relations relate the real and imaginary part of the response function (defined as in Eq. (2.42)) to each other via

\[
\chi'(\omega) = \frac{1}{\pi} P \left[ \int_{-\infty}^{\infty} \frac{d\omega' \chi''(\omega')}{\omega - \omega'} \right], \tag{2.45a}
\]

\[
\chi''(\omega) = -\frac{1}{\pi} P \left[ \int_{-\infty}^{\infty} d\omega' \frac{\chi'(\omega')}{\omega - \omega'} \right], \tag{2.45b}
\]

where P denotes the Cauchy principal value. The Kramers–Kronig relations are derived as follows. Cauchy’s residue theorem states, that, since the response function is analytic in the upper half of the complex plane,

\[
\oint d\omega' \chi(\omega') \frac{\omega'}{\omega' - \omega} = 0 \tag{2.46}
\]

for any contour within this region. We choose the contour to trace the real axis and come back via a large semicircle in the upper half plane. The integral over the semicircle vanishes because \( \chi(\omega) \) vanishes faster than \( 1/|\omega| \) and we are left with the integral along the real axis. Using the relation

\[
\lim_{\eta \to 0^+} \frac{1}{\omega - \omega' + i\eta} = P \left[ \frac{1}{\omega - \omega'} \right] - i\pi \delta(\omega - \omega') \tag{2.47}
\]

we get

\[
0 = \oint d\omega' \frac{\chi(\omega')}{\omega' - \omega} = P \left[ \int_{-\infty}^{\infty} \frac{d\omega' \chi'(\omega')}{\omega' - \omega} \right] - i\pi \chi(\omega). \tag{2.48}
\]

Reordering Eq. (2.48) leads to the Kramers–Kronig relation

\[
\chi(\omega) = \frac{1}{i\pi} P \left[ \int_{-\infty}^{\infty} d\omega' \frac{\chi'(\omega')}{\omega' - \omega} \right]. \tag{2.49}
\]

Separating this with respect to real and imaginary part finally leads to Eqs. (2.45). Transferring the integrals into one of definite parity by multiplying the denominator by \( \omega' + \omega \) and using the symmetry relation \( \chi(-\omega) = \chi^*(\omega) \), we can collapse the integration along the real axis and arrive to the version of the Kramers–Kronig relations, that is...
often found in literature about response calculations

\[ \chi'(\omega) = \frac{2}{\pi} P \left[ \int_{0}^{\infty} d\omega' \frac{\omega' \chi''(\omega')}{\omega'^2 - \omega^2} \right] \quad (2.50a) \]

\[ \chi''(\omega) = -\frac{2\omega}{\pi} P \left[ \int_{0}^{\infty} d\omega' \frac{\chi'(\omega')}{\omega'^2 - \omega^2} \right]. \quad (2.50b) \]

2.2.4. Spectroscopic Observables

The linear optical properties of finite systems are characterized by the frequency dependent dipole-dipole polarizability \( \alpha_{\mu\nu} = \chi \hat{D}_\mu \hat{D}_\nu \), where the dipole operator is defined as

\[ \hat{D}_\mu = -N \sum_{i=1}^{N} \hat{r}^{(i)} \mu \] (2.51)

in which \( N \) is the number of electrons. As we will see in Section 2.4.3, the dipole-dipole polarizability can be easily obtained from the density-density response function, providing a straightforward way of using time-dependent density functional theory to simulate absorption spectroscopy experiments. This is especially true, since the expectation value of the required observable in this case – the dipole operator – is an explicit functional of the density: while in principle, all observables are functionals of the time-dependent density, in practice their functional form may be unknown.

The dipole-dipole polarizability describes the induced electronic polarization \( p(t) \) of a system, that is caused by a perturbing electric field \( E(t) \). If \( E(t) \) is monochromatic of frequency \( \omega \) with a wavelengths long enough to apply the dipole approximation (i.e. we assume, that the system exposed to the laser is small in comparison to the wave length \( 2\pi/\lambda x << 1 \)) and linearly polarized along the \( r_\nu \)-direction (\( r_\nu \) being one of the Cartesian coordinates \( x, y, z \)) with amplitude \( E_0 \), the time-dependent dipole-dipole polarizability tensor \( \alpha_{\mu\nu}(t,t') \) relates the induced electronic polarization in the \( \mu \)-direction \( p_\mu(t,t') \) with the perturbing electric field in the \( r_\nu \)-direction \( E_\nu = E_0 e^{-i\omega t} \) like

\[ p_\mu(t,t') = \sum_\nu \alpha_{\mu\nu}(t,t') E_\nu(t). \quad (2.52) \]

From the absorptive part of the polarizability tensor in frequency space \( \alpha_{\mu\nu}(\omega,t_0 + \tau) \),
we obtain the photoabsorption cross-section like ([165])

\[ \sigma_{\mu\nu}(\omega, t_0 + \tau) = \frac{4\pi \omega}{c} \Im \alpha_{\mu\nu}(\omega, t_0 + \tau) \]  

(2.53)

and finally the average absorption coefficient

\[ \bar{\sigma}(\omega, t_0 + \tau) = \frac{1}{3} \text{Tr} \sigma(\omega, t_0 + \tau). \]  

(2.54)

2.2.5. Properties of the Generalized Lehmann Representation

The following analysis is similar to an analysis, that was published by Perfetto and Stefanucci [107]. Nonetheless, the results were obtained independently.

In Section 2.2.2 we arrived to the generalized Lehmann representation (2.41) of a general response function from an arbitrary excited state under the influence of an ultra-short (delta-kick) probe pulse. Since in this work we are interested in the average absorption coefficient and therefore in the trace of the polarizability tensor, in the following we focus on its diagonal elements:

\[ \alpha_{\mu\mu}[E](\omega, t_0 + \tau) = \sum_{jkm} d_{jm} d_{mk} \left\{ \frac{\gamma_j(\tau)\gamma_k^*(\tau)}{\omega + \omega_{jm} + i\eta} - \frac{\gamma_j^*(\tau)\gamma_k(\tau)}{\omega - \omega_{jm} + i\eta} \right\} \]  

(2.55)

with the dipole matrix elements

\[ d_{jm} = \langle \Phi_j | \hat{D}_\mu | \Phi_m \rangle. \]  

(2.56)

Eq. (2.55) can be rewritten as

\[ \alpha_{\mu\mu}[E](\omega, t_0 + \tau) = \sum_{jkm} d_{jm} d_{mk} |\gamma_j\gamma_k| \left\{ \frac{e^{i\Theta_{kj}(\tau)}}{\omega + \omega_{jm} + i\eta} - \frac{e^{-i\Theta_{kj}(\tau)}}{\omega - \omega_{jm} + i\eta} \right\} \]  

(2.57)

with the time-dependent phase

\[ \Theta_{kj}(\tau) = \varphi_j - \varphi_k - \omega_{kj} \tau. \]  

(2.58)

We now discuss Eqs. (2.57) in more detail. The first thing to notice is that the time-
dependence of $\alpha_{\mu\nu}[\mathcal{E}](\omega, t_0 + \tau)$ stems exclusively from the time-dependence of the expansion coefficients $\gamma(\tau)$ and enters only through the phase factors. Therefore, the peak positions of the spectrum do not change, they are an intrinsic property of the many-body system and located at the many-body transition energies. The time-dependence is exclusively in the spectral weights, which we look at now.

We distinguish three cases. In case (i) we choose $\gamma_j = \delta_j$, recovering the usual (time-independent) Lehmann representation of the polarizability tensor of the ground state

$$\alpha_{\mu\nu}[\mathcal{E}] (\omega) = \sum\int_m |d_{\mathcal{E}0m}|^2 \left\{ \frac{1}{\omega + \omega_{0m} + i\eta} - \frac{1}{\omega - \omega_{0m} + i\eta} \right\}$$

which for $\eta \to 0$ and using Eq. (2.47) leads to

$$\Im \alpha_{\mu\nu}[\mathcal{E}] (\omega) = \sum\int_m |d_{\mathcal{E}0m}|^2 \left\{ \delta(\omega - \omega_{0m}) - \delta(\omega + \omega_{0m}) \right\},$$

which is proportional to the spectrum. Since $\omega_{0m} = \varepsilon_m - \varepsilon_0 > 0$ for all $m$, the spectrum is positive at all positive frequencies (and consequently negative at all negative frequencies).

In case (ii), we consider the simplest example of a non-equilibrium state: an excited, but still stationary state $|\Psi_\xi\rangle \neq |\Psi_0\rangle$, i.e. $\gamma_j = \delta_{\gamma\xi}$ in Eq. (2.55). The polarizability tensor has the same shape as in Eq. (2.60) but now the transition frequencies $\omega_{\xi m}$ can be either positive or negative leading to a spectrum, where the peaks for $\omega > 0$ (which we denote by $\omega^+$) can be either positive or negative, leading to either absorption (positive) or emission (negative):

$$\Im \alpha_{\mu\nu}[\mathcal{E}] (\omega) = \sum_{\xi < m} |d_{\xi m}|^2 \delta(\omega - \omega_{\xi m}) - \sum_{\xi > m} |d_{\xi m}|^2 \delta(\omega + \omega_{\xi m}).$$

It is noteworthy, that for a stationary state, the spectral weights of the peaks are time-independent and therefore in the same way that the ground state spectrum is independent of the time, the spectrum of a stationary state is independent of the delay between pump and probe.

Finally, in case (iii) we look at the spectrum of an arbitrary non-stationary state, which
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assuming real basis functions \(\{\Phi\}_i\) is

\[
\Im \alpha_{\mu \mu} [\mathcal{E}] (\omega, t_0 + \tau) = \sum_{jkm} d_{jm} d_{mk} |\gamma_j \gamma_k| \cos \Theta_{kj}(\tau) \left\{ \delta(\omega - \omega_{jm}) - \delta(\omega + \omega_{jm}) \right\}.
\] (2.62)

We see, that in the case, that the excited state is a linear combination of degenerate states, the spectrum is again time-independent. The only time-dependence occurs if the involved eigenstates are non-degenerate. In this case, we divide the spectrum into two parts:

\[
\Im \alpha_{\mu \mu} [\mathcal{E}] (\omega^+, t_0 + \tau) = \Im \alpha_{\mu \mu}^{EQ} [\mathcal{E}] (\omega^+) + \Im \alpha_{\mu \mu}^{IN} [\mathcal{E}] (\omega^+, t_0 + \tau),
\] (2.63a)

one part being the time-independent sum over equilibrium spectra of the eigenstates involved, scaled by their occupation:

\[
\Im \alpha_{\mu \mu}^{EQ} [\mathcal{E}] (\omega^+) = \sum_j |\gamma_j|^2 \left\{ \sum_{j<m} |d_{jm}|^2 \delta(\omega - \omega_{jm}) - \sum_{j>m} |d_{jm}|^2 \delta(\omega + \omega_{jm}) \right\},
\] (2.63b)

the other one being a time-dependent interference term between the involved states:

\[
\Im \alpha_{\mu \mu}^{IN} [\mathcal{E}] (\omega, t_0 + \tau) = \sum_{j \neq k; m} d_{jm} d_{mk} |\gamma_j \gamma_k| \left\{ \cos(\Theta_{kj}(\tau)) \delta(\omega - \omega_{jm}) - \cos(\Theta_{kj}(\tau)) \delta(\omega + \omega_{jm}) \right\}.
\] (2.63c)

The equilibrium term depends neither on time nor on the initial phase differences \(\varphi_j - \varphi_k\). It is influenced by the pump only through the occupations \(|\gamma_j|^2\). The phase- and time-dependency of the spectrum enters exclusively through the interference terms, which are governed by the phase differences \(\Theta_{kj}(\tau)\), which have contributions from both the phase difference \(\varphi_j - \varphi_k\) at the end of the laser and from its time evolution \(\omega_{kj}\tau\), leading to a periodic beating pattern, which was firstly observed by Goulielmakis et al [1]. The time-dependence of a spectrum is therefore a clear sign of a non-stationary state.

Up to now we have analyzed the Lehmann representation for peaks of \(\delta\)-shape, i.e. with infinitely long lifetimes. Summarizing, we found:

- The positions of the excitation peaks are fixed at the many-body transition energies.
- The spectral weights of the peaks depend on the laser and on the delay \(\tau\) between
pump and probe pulse; peaks can be positive or negative depending on whether the rate of absorption is larger than the rate of stimulated emission or vice-versa.

- If the pump leaves the system in a non-stationary state, the spectral weights oscillate as a function of time. The involved frequencies correspond to the differences of the eigenenergies of the eigenstates occupied in the non-stationary state.

- For non-stationary states, the spectrum can be divided into an equilibrium and an interference contribution. The equilibrium contribution depends neither on time nor on the initial phase differences $\varphi_j - \varphi_k$. It depends on the pulse only through the occupations. Phase- and time-dependence of the spectrum enter through the interference term, which depends on the initial phase differences and periodically on time.

In the next section, we will discuss line broadening mechanisms and how the Lehmann representation can help to understand laser-induced lineshape changes. All these concepts will be illustrated in Chapter 4.

### 2.3. Resonance Line Shapes

Up to now we have looked at the positions and the spectral weights of transition peaks. Since we assumed infinite lifetimes of the states, the discussed peaks were of $\delta$-shape. Nonetheless, in reality, life times of excitations are finite. Thus, the corresponding transition peaks are not infinitely sharp but have some type of broadening and a specific shape depending on the interaction of the corresponding state with its environment.

For atoms and molecules in the gas-phase the main broadening mechanisms are lifetime, pressure (collision) and Doppler broadening. The minimal possible linewidth is determined by the natural broadening which is the consequence of spontaneous emission. If atoms and molecules are in gas-phase, they also undergo collisions depending on their velocity and the pressure of the gas. These collisions reduce the lifetime of the excited state, leading to pressure broadening. Finite lifetimes caused by spontaneous emission or by collisions produce lines with **Lorentzian** or **Breit-Wigner** shape

$$L(\dot{\omega}) = \frac{\Gamma/2}{\dot{\omega}^2 + \Gamma^2/4},$$  \hspace{2cm} (2.64)

where $\Gamma$ is the full width at half maximum of $L(\dot{\omega})$. Coupled to the Lorentzian line shape
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via the Kramers-Kronig relations is the Rayleigh shape

\[ R(\bar{\omega}) = \frac{\bar{\omega}}{\bar{\omega}^2 + \Gamma^2/4}. \]  

(2.65)

If the imaginary part of the polarizability tensor \( \alpha_{\mu\nu}(\omega, t_0 + \tau) \) is described by a Lorentzian, the real part is described by a Rayleigh and vice versa.

A different line shape is produced by the Doppler broadening, which is a consequence of particles moving with different velocities. In thermal Doppler broadening, the velocities of the particles follow a Maxwell distribution, which leads to the spectral lines being of Gaussian shape

\[ G(\bar{\omega}) = \frac{1}{\sigma \sqrt{2\pi}} e^{-\left(\frac{\bar{\omega}^2}{2\sigma^2}\right)}, \]  

(2.66)

with the full width at half maximum \( \Gamma = 2\sqrt{2\ln 2}\sigma \). If lifetime/pressure broadening and Doppler broadening happen at the same time and \( \sigma \) and \( \Gamma \) are of the same order of magnitude, the lineshape is a convolution of Lorentzian and Gaussian, a peak of Voigt shape

\[ V(\bar{\omega}, \sigma, \Gamma) = \int_{-\infty}^{\infty} d\omega' G(\bar{\omega}')L(\bar{\omega} - \omega'). \]  

(2.67)

If a discrete transition is embedded within a flat continuum of possible transitions, the configuration interaction couples both configurations, leading to an auto-ionizing state having contributions from both discrete and continuum states. This phenomenon was investigated by Ugo Fano in the context of the 2s2p state in Helium [148, 167]. He found the related peaks to be of the Fano line shape

\[ F(\bar{\omega}) = \sigma_0 \frac{(q\Gamma/2 + \bar{\omega})^2}{\bar{\omega}^2 + \Gamma^2/4} \]  

(2.68)

with the background \( \sigma_0 \) and the Fano asymmetry parameter \( q \), which describes the ratio between the scattering into the discrete state modified by the continuum states and the unperturbed continuum states. The Fano line shape consists of two contributions, one coming from the modified discrete state, the other coming from the continuum. Both contributions interfere with each other with opposite signs on the two sides of the resonance, leading to the Fano line shape being highly asymmetric.

Fano resonances describe interferences between bound and unbound (closed and open) scattering channels. This is a phenomenon, which exists in many areas of physics. In 1927
Wentzel used a similar approach to explain the Auger effect [168], followed by a series of papers by Majorana on the non-radiative recombination process of two electron excited states [169, 170]. Fano’s work was finally followed up by Feshbach, who was working on the topic of shape resonances in nuclear physics [171]. After having developed the cloudy crystal ball model of the nucleus [172], he used the same partitioning scheme (known today as Feshbach-Fano partitioning) to develop the theory of the multichannel resonances in the frame of the general nuclear reaction theory for multistep reactions [173]. These resonances today are known as Feshbach-resonances. After Fano realized, that Feshbach’s work was an extension of his 1935 paper (that he had considered as closed work [174]), the theory of shape resonances was developed and applied to many processes of association and dissociation [175]. For a more detailed overview about the development of Fano-resonances in different fields of physics, I refer the reader to Ref. [176].

In the last years, caused by the development of ultra-fast spectroscopy techniques, the dynamical properties of line shapes, e.g. Fano resonances have been investigated [141, 142, 143, 146] as well as the modification and control of resonance shapes using laser dressing [95, 105, 139, 140, 144, 145]. Works like [2, 152] describe and interpret the laser-control of Fano-to-Lorentz transitions.

In the following, we discuss, how laser-induced Lorentz-to-Rayleigh transitions can be understood in terms of the generalized Lehmann representation of the excited-state polarizability tensor, which was developed previously. In Chapter 4, we will demonstrate this lineshape-control using the analytically solvable Hydrogen atom. The concept of changing the lineshape by imprinting a phase on the wave function is hereby similar to the case of changing a Fano- into a Lorentzian line [2].

For the following lineshape analysis, we concentrate on isolated peaks only. We denote this by replacing \( \sum \) by \( \sum \). Comments on the continuum part of the spectrum will be provided afterwards. We again distinguish the three cases described previously. In case (i) the response function reduces to the usual Lehmann representation of the ground state spectrum

\[
\Im \alpha_{\mu\sigma} (\sigma^+) = \sum_m |d_{0m}|^2 L(\omega - \omega_{0m}),
\]

where all peaks are positive and of Lorentzian lineshape. In case (ii), as mentioned before,
we can find both positive and negative peaks. Again both are of Lorentzian shape:

$$\Im \alpha_{\mu\mu} [\mathcal{E}] (\omega^+) = \sum_{\xi < m} |d_{\xi m}|^2 L(\omega - \omega_{\xi m}) - \sum_{\xi > m} |d_{\xi m}|^2 L(\omega + \omega_{\xi m}) .$$

(2.70)

In case (iii) we divided the spectrum into an equilibrium and an interference term (2.63a). As to be expected, since the equilibrium term is formed by the equilibrium spectra of the involved states, it again only contains Lorentzian peaks. The interesting part is the interference term, which after having applied the broadening is:

$$\Im \alpha_{\mu\mu}^{IN} [\mathcal{E}] (\omega, t_0 + \tau) = \sum_{j \neq k; m} d_{jm} d_{mk} |\gamma_j \gamma_k| \left\{ \cos(\Theta_{kj}(\tau))L(\omega - \omega_{jm}) + \sin(\Theta_{kj}(\tau))R(\omega - \omega_{jm}) \\
- \cos(\Theta_{kj}(\tau))L(\omega + \omega_{jm}) + \sin(\Theta_{kj}(\tau))R(\omega + \omega_{jm}) \right\}$$

(2.71)

As one can see, the angle $\Theta_{kj}$ not only modulates the peak’s height with time, but it mixes real and imaginary part of the response function, therefore converting Lorentzian line shapes into Rayleigh line shapes and vice versa. A complete spectrum of a non-equilibrium state will therefore contain time-independent positive and negative peaks of Lorentzian shape and some interference terms at the same energies, that oscillate between Lorentzian and Rayleigh shape with a periodicity proportional to the energy-differences of the eigenstates involved.

This demonstrates, how using a pump to imprint an internal phase difference $\varphi_j - \varphi_k$ onto a state and controlling the delay time $\tau$ between the pump and probe laser can be used to change a spectrum, converting absorption into emission peaks (and vice versa) as well as changing the overall shape of the lines.

In Chapter 4.1.1 we will use the example of an excited non-stationary state of Hydrogen to illustrate the transformation between Lorentzian and Rayleigh peaks. Furthermore we demonstrate, how to use a laser to control the spectral lineshapes.

Note, that in the discussion above, the lineshape analysis is valid for isolated peaks without contributions from continuum states. If coupling to continuum states is involved, an additional shaping comes into play, coming from the dependence of the matrix elements $d_{jm}$ on the energy. This is e.g. the case for Fano lineshapes.
2.4. Time-Dependent Density Functional Theory for Response Calculations

Time-dependent Density Functional Theory (TDDFT) in the Kohn-Sham approach can be utilized to compute the response of a many-electron system to a perturbation, weak or strong. In the perturbative regime, ideally one wishes to obtain the response functions [(hyper)-polarizabilities, optical and magnetic susceptibilities, ...], since (i) these objects then permit to predict any reaction in the appropriate order, and (ii) experiments typically provide spectra that are directly related to the response functions – e.g. the optical absorption cross section of a gas is proportional to the imaginary part of the dipole-dipole molecular polarizability. In contrast, in the strong-field regime, where perturbative treatments become cumbersome, one normally computes the particular response of the system to the perturbation of interest by directly propagating the TDKS equations in real time.

The vast majority of TDDFT applications have addressed the first-order response of the ground-state system to weak electric fields – which can provide the absorption spectrum, the optically-allowed excitation energies and oscillator strengths, etc. This can be performed by linearizing the TDKS equations in the frequency domain and casting the result into matrix-eigenvalue form (using e.g. Casida’s method [177]), or by propagating the same equations in real time applying a sufficiently weak dipole perturbation. In any case, the response function computed in this manner will be that of the ground state. If we want to analyze a transient absorption spectroscopy (TAS) experiment, the objective is to obtain the response of the excited states that are visited by the system as it is driven by the pump pulse (i.e. the response function of a system out of equilibrium). A generalization of the general linear response formalism to the linear response formalism based on excited states was presented in Section 2.2.

Likewise, TDDFT can be used to compute strong field non-linear photo-electron spectra of atoms and molecules, for example with the method recently presented in [178]. Even though these spectra are also characteristic of the ground state, in Section 2.4.6, we demonstrate, how the methodology can be extended to tackle the pump-probe case (TRPES [83]).

In this subsection, I show, how (TD)DFT can be used to perform TAS and TRPES calculations. To this goal, I first give a brief introduction into DFT and present the
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energy functionals, which are used throughout the thesis. I then discuss the concept of TDDFT and present the TDKS equations. To perform TAS calculations, we need access to the dipole-dipole response function. How the dipole-dipole response function can be obtained from the density-density response function, which is accessible through TDDFT is presented in Section 2.4.3 followed by the connection between the many-body and the KS-response function in Section 2.4.4. In Section 2.4.5, I comment on how the density-density response function can be obtained by propagating the TDKS equations in real time after a sufficiently weak dipole perturbation (kick). Finally in Section 2.4.6, I explain how to perform TRPES calculations using the mask method.

2.4.1. Static Density Functional Theory

I start this section by giving a brief introduction to Density Functional Theory (DFT) to set the framework to talk about some of the more technical details of the work in this thesis. For a comprehensive introduction to DFT, I refer the reader to works like e.g. [179, 180, 181].

Static Density Functional Theory is based on the Hohenberg-Kohn (HK) theorem [182], which states the possibility to directly and unambiguously correlate the ground-state electronic energy of a many-particle system with its one-body electron density $n_{gs}(\mathbf{r})$.

In Section 2.1 we showed that with the help of the adiabatic principle and the Born-Oppenheimer approximation, we can separate the many-particle Hamiltonian into a Hamiltonian for the electronic and a Hamiltonian for the ionic problem. In this work, we are mainly interested in the electronic problem (2.12), but solving the time-dependent Schrödinger equation (TDSE) exactly in three dimensions for more than two electrons is unfeasible [178] and for one-dimensional models, the limit rises to not more than four electrons [183]. One way to cut down on computational expenses is to shift attention from the exact ground-state many-electron wavefunction $\Psi(\mathbf{r}_i)$ to the much more manageable ground-state one-body electron density $n_{gs}(\mathbf{r})$.

In DFT it is shown, that the ground-state energy of a many-particle system can indeed be expressed as a functional of the one-body electronic density, what means that by minimizing this energy it is possible to determine $n_{gs}(\mathbf{r})$. Furthermore, the HK theorem [184] proofs a one-to-one correspondence between the external potential and the ground state density. Since the ground state wave function can be obtained from the external po-
potential by solving the Schrödinger equation, this means, that every quantum mechanical observable $\hat{O}$ is a direct functional of the ground state density $\hat{O} = \hat{O}[n]$. Nevertheless, whilst in principal all observables can be obtained from $n_{gs}(r)$, in practice the functional dependencies are mostly unknown.

The most important observable in DFT is the ground state energy associated to a system in an external potential. In the Hohenberg-Kohn variational principle one writes the total energy $E$ for a fixed external potential $V_{ext}(r)$ as a functional of the density

$$E[n] = \langle \Psi[n]|\hat{T} + V_{ee}\Psi[n] \rangle + \langle \Psi[n]|V_{ext}\Psi[n] \rangle = F_{HK}[n] + \int d^3r V_{ext}(r)n(r)$$  \hspace{1cm} (2.72)

where we defined the HK functional

$$F_{HK}[n] = \langle \Psi[n]|\hat{T} + V_{ee}\Psi[n] \rangle,$$  \hspace{1cm} (2.73)

which does not depend on the external potential $V_{ext}(r)$. The energy (2.72) is now minimized with respect to the density $n(r)$ to find ground state density and energy of the system. This is most commonly done using the Kohn-Sham (KS) scheme [182] even though orbital-free schemes exist. In KS-DFT, one uses an auxiliary fictitious system of non-interacting electrons that produces the same density as the interacting electrons. This is possible, since $F_{HK}[n]$ depends exclusively on the density and the proof of the Hohenberg-Kohn theorem does not depend on the interaction of the electrons. Substituting the interacting electrons by a system of non-interacting electrons with the same density is the source of a great computational simplification, since a non-interacting system of electrons can in general be represented by a single Slater determinant formed by a set of “Kohn-Sham” orbitals, $\varphi_i (i = 1, \ldots, N/2)$. If not stated otherwise, in this work, we assume a spin-compensated system of $N$ electrons doubly occupying $N/2$ spatial orbitals. In this case, the density is

$$n(r) = 2 \sum_{i=1}^{N/2} |\varphi_i(r)|^2.$$ \hspace{1cm} (2.74)

To obtain the KS orbitals $\varphi_i$, one splits the Hohenberg-Kohn functional $F_{HK}$ according to

$$F_{HK}[n] = T_S[n] + E_H[n] + E_{xc}[n]$$ \hspace{1cm} (2.75)
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where

\[ T_S[n] = - \sum_i \langle \phi_i[n] | \nabla^2 | \phi_i[n] \rangle \]  \hspace{1cm} (2.76)

is theKS kinetic energy,

\[ E_H[n] = \frac{1}{2} \int \int d^3 r d^3 r' \frac{n(r)n(r')}{|r-r'|} \]  \hspace{1cm} (2.77)

is the Hartree energy and

\[ E_{xc}[n] = F_{HK}[n] - T_S[n] - E_H[n] \]  \hspace{1cm} (2.78)

is the exchange correlation energy.

The KS orbitals are then obtained by self-consistently solving the KS equations

\[ \left[ -\nabla^2 + V_{KS}(r) \right] \varphi_i(r) = \epsilon_i \varphi_i(r) \]  \hspace{1cm} (2.79)

together with (2.74) with the KS potential

\[ V_{KS}(r) = V_{ext}(r) + V_H(r) + V_{xc}(r) \]  \hspace{1cm} (2.80)

where the Hartree potential \( V_H \) corresponds to a classical electrostatic term

\[ V_H[n](r) = \int d^3 r' \frac{n(r)}{|r'-r|} \], \hspace{1cm} (2.81)

and the exchange-correlation potential \( V_{xc} \) is the functional derivative of the exchange-correlation energy

\[ V_{xc}(r) = \frac{\delta E_{xc}[n(r)]}{\delta n(r)} \]  \hspace{1cm} (2.82)

The exchange correlation energy is a functional of the density and accounts for all the intricate many-electron effects. It is in practice unknown and must be approximated [99, 101]. Finding good approximations for \( E_{xc}[n] \) is an active field of research as well as analyzing the properties of the exact functional. For example in Ref. [185], Helbig et al. analyzed the exact KS potential of a stretched Hydrogen molecule by reconstructing the potential from the exact density. In Appendix C, we include an analysis of the description
of tunneling in a many-particle system and its description in DFT, where we compare the
description of the situation by a few current functionals to calculations using the exact
functional, which we reconstruct from exact calculations.

Many energy functionals are currently in usage. In the next paragraph we present the
ones, that are used in this thesis.

2.4.1.1. The Energy Functionals

\textbf{L(S)DA} The simplest density functional to approximate the exchange correlation energy
\eqref{eq:2.78} is the \textit{local (spin) density approximation (L(S)DA)}, where it is assumed,
that the density can locally be approximated as homogeneous electron gas. The effects
of exchange and correlation are local in character and the exchange correlation energy
is simply the integral over all space with the exchange correlation energy density being
assumed the same as in a homogeneous electron gas with the same electron density.

\begin{equation}
E^{\text{LSDA}}_{xc}[n(\mathbf{r})] = \int d^3 \mathbf{r} n(\mathbf{r}) \epsilon^{\text{hom}}_{xc}(n(\mathbf{r})) \tag{2.83}
\end{equation}

To be able to use \eqref{eq:2.83}, \(\epsilon^{\text{hom}}_{xc}\) has to be determined, which is usually split into exchange
term \(\epsilon_x\) and correlation part \(\epsilon_c\):

\begin{equation}
\epsilon_{xc} = \epsilon_x + \epsilon_c. \tag{2.84}
\end{equation}

The exchange energy is given by the Dirac functional \cite{186}

\begin{equation}
\epsilon_x = -\frac{3}{4} \left(\frac{3}{\pi}\right)^{\frac{1}{3}} n(\mathbf{r}) \tag{2.85}
\end{equation}

and the correlation part is parametrized with the help of Quantum Monte Carlo simula-
tions. In this thesis, the parametrization of Perdew and Wang \cite{187} is used.

\textbf{ADSIC} One of the functionals used in this thesis, is the LDA functional coupled to an \textit{A}verage \textit{D}ensity \textit{S}elf \textit{C}orrection \textbf{ADSIC}. In self interaction correction schemes,
one subtracts from the energy the interaction energy of every electron with itself. One
consequence and the reason, why this approach is used so often in this thesis is the yield of
the correct asymptotic behaviour of the exchange correlation potential for large distances
away from the molecule \(V_{xc}(r) \sim -1/r\) for \(r \rightarrow \infty\). This leads to better accuracies for
the high lying KS bound states close to the ionization threshold. This is particularly
important for the observation of the $\pi \rightarrow \pi^*$ transition in Ethylene (Section 3.3) but also for the description of excited-state spectra (Section 5).

The first self interaction correction scheme was proposed by Perdew and Zunger [188]. One of its drawbacks is its orbital-dependence. A different, orbital-independent approach is the Krieger-Li-Iafrate (KLI) approach [189] (and others). However, many of the proposed schemes are computationally expensive. A convenient way of combining an orbital-independent self interaction correction with relatively small computational cost is the ADSIC approach introduced in [190]. Here, one assumes that the density $n_i(r)$ of each electron $i$ is represented by an equal fraction of the total spin density $n_{\sigma i}(r)$ of its respective spin $\sigma$: $n_i(r) = n_{\sigma i}(r)/N_{\sigma i}$ where $N_{\sigma i}$ is the number of electrons with spin $\sigma$. In this case, the ADSIC exchange-correlation energy is given by

$$E_{\text{xc}}^{\text{ADSIC}}[n^\uparrow, n^\downarrow] = E_{\text{xc}}^{FHK}[n^\uparrow, n^\downarrow] - NE_H\left[n, \frac{N}{N^\uparrow}\right] - N^\uparrow E_{\text{xc}}\left[0, \frac{n^\uparrow}{N^\uparrow}\right] - N^\downarrow E_{\text{xc}}\left[0, \frac{n^\downarrow}{N^\downarrow}\right]$$

(2.86)

with the $E_H$ being the Hartree energy (2.77) and $E_{\text{xc}}^{FHK}$ the exchange correlation energy of the functional $F_{HK}$, that is to be corrected. In this thesis we use the ADSIC together with the LDA functional.

**LB94** An obvious first step beyond L(S)DA is the inclusion of terms depending on the density gradient - the generalized gradient approximations (GGAs). One of them is the LB94 functional developed by van Leeuwen and Baerends [191]. Its exchange-correlation potential reads

$$V_{xc}(r) = -n(r)^{\frac{3}{2}} \beta \frac{x^2}{1 + 3\beta x \sinh^{-1}(x)}$$

(2.87)

with $x = \frac{[\nabla n(r)]}{n(r)^{\frac{3}{2}}}$ and $\beta = 0.05$. Note, that LB94 is not technically an energy functional, but a model for the exchange correlation potential (2.82). Here, $V_{xc}$ is given explicitly and is not the functional derivative of an energy. Since for potentials, which are not derived from an energy functional, the zero-force theorem is not necessarily fulfilled, this can lead to problems during the time-propagation as for example self-excitation. This has been shown explicitly for e.g. the Becke-Johnson potential [192] in [193]. LB94 has – like the ADSIC functionals – the advantage of being asymptotically correct.

**EXX** Also in use are orbital-dependent functionals, which depend on the KS orbitals. One of them is the Exact Exchange EXX functional, where one neglects the correla-
tion term and calculates the exchange energy using the expression for the Hartree-Fock exchange energy employing KS orbitals

\[ E[n] = \frac{1}{2} \sum_{i,j}^{\text{occ.}} \int dr dr' \frac{\phi^*_i(r) \phi^*_j(r') \phi_j(r) \phi_i(r')}{|r - r'|}. \] (2.88)

The exchange correlation potential \( V_{xc} \) is then obtained from the energy by solving the time-dependent optimized effective potentials (TDOEP) equations [194, 195]. Since, this is not an easy task [196], in practice, the TDOEP equations are solved using the time-dependent Krieger-Li-Iafrate (TDKLI) approximation. In [197], EXX in combination with the KLI-TDOEP equations were shown to violate the zero-force theorem. This can again lead to unphysical behaviour like self-excitations. Nevertheless, the authors also argued, that in many practical cases this was not a problem.

### 2.4.1.2. Pseudopotentials

The strong Coulomb potential in the core region of atoms is hard to describe with real-space codes like octopus. Since the KS wave functions are all eigenstates to the same Hamiltonian, they have to be mutually orthogonal, which requires the valence states to be strongly oscillating in the core region. These oscillations are numerically hard to describe. For calculations, where one is not interested in core excitations, one therefore freezes the core electrons and replaces the strong Coulomb potential in the core region by smoother potentials (so-called pseudo-potentials) based on a combination of the nucleus and the influence of the core electrons.

The pseudo-potentials used in this thesis were generated with the Troullier-Martins scheme [198] and were used as distributed in the octopus-package [101, 102, 103].

### 2.4.2. Time-Dependent Density Functional Theory *

As seen in the last Section, DFT [199] establishes a one-to-one correspondence between the ground-state density and the external potential of a many-electron system. This implies that any system property is, in principle, a ground-state density functional. For excited states properties, however, or in order to simulate the behavior of the system in

*The theory presented in this section forms part of [3].
time-dependent external fields, one must use its time-dependent version, TDDFT [99, 200, 201].

In the case of TDDFT, a one-to-one correspondence also exists between the time-dependent densities and potentials. If the real system is irradiated with an external field characterized by a scalar potential \( V(\mathbf{r},t) \) (the extension to vector potentials is also possible), the “time-dependent Kohn-Sham” (TDKS) equations that characterize the evolution of the fictitious system are:

\[
\frac{i}{\hbar} \frac{\partial}{\partial t} \phi_i(\mathbf{r},t) = -\frac{1}{2} \nabla^2 \phi_i(\mathbf{r},t) + V_{KS}[n](\mathbf{r},t) \phi_i(\mathbf{r},t),
\]  

(2.89)

\[
n(\mathbf{r},t) = 2 \sum_{i=1}^{N/2} |\phi_i(\mathbf{r},t)|^2.
\]  

(2.90)

As in the static case, the time-dependent density \( n(\mathbf{r},t) \) is the central object, and is identical for the real and for the KS systems. The KS potential \( V_{KS} \) is a functional of this density, and is defined as:

\[
V_{KS}[n](\mathbf{r},t) = V_0(\mathbf{r}) + V(\mathbf{r},t) + V_H[n](\mathbf{r},t) + V_{xc}[n](\mathbf{r},t),
\]  

(2.91)

where the Hartree potential \( V_H \) is defined as in (2.81) with a time-dependent density \( n(\mathbf{r},t) \), \( V_0(\mathbf{r}) \) is the static external potential that characterizes the system in its ground state (in a molecule, originated by a set of nuclei), and the “exchange and correlation” potential is \( V_{xc}[n] \). \( V_{xc}[n] \) is non-local in time and recently much work has been dedicated to characterize its time-dependence [202, 203, 204, 205], but since its time-dependence is in general not known, in practice one mostly works with adiabatic functionals. Here, memory-effects are ignored and at each time, the ground state functional of choice is evaluated with the instantaneous density at this time. In this thesis, all used functionals are adiabatic.

2.4.3. Time-Resolved Photoabsorption Spectroscopy - The Density-Density Response

As we have seen in Section 2.2.4, the photoabsorption coefficient of a system can be obtained from the imaginary part of the dipole-dipole polarizability in frequency space. Up to here, we have also learned, that the most important observable in (TD)DFT
is the density and consequently, the most important response function is the density-density response function. In the following, we show how to connect the density-density response to the dipole-dipole response, thus enabling us to use TDDFT to extract the photoresponse of a system from the density-density response function.

The density-density response function describes the response of the electronic density to perturbation in the density. Here, the external perturbation (e.g. the probe pulse) is a scalar potential \( v(r, t) \), which is switched on at time \( t' \) and couples to the density operator \( \hat{n}(r) = \sum_{i=1}^{\infty} \delta(r - r_i) \), where \( r_i \) is the coordinate of the \( i \)th electron. The coupling is described by the Hamiltonian

\[
\hat{H}_1(t) = \int d^3r' v(r', t) \hat{n}(r').
\]  

The time-dependent density response is given by

\[
\delta n(r, t) = \int dt' \int_{-\infty}^{\infty} d^3r' \chi_{nn}(r, r', t, t') v(r', t')
\]

with the density-density response function of the (excited state) density matrix \( \hat{\rho}(t_0) \)

\[
\chi_{nn}(r, r', t, t') = -i \theta(t - t') \text{Tr} \left\{ \hat{\rho}(t_0)[\hat{n}_I(r, t), \hat{n}_I(r', t')] \right\},
\]

where \( \hat{n}_I(r, t) \) is the density operator in the interaction representation (2.28). For weak perturbations we are only interested in the linear density response

\[
\delta n(r, t) \approx n_1(r, t) = \int dt' \int_{-\infty}^{\infty} d^3r' \chi_{nn}(r, r', t, t') v_1(r', t')
\]

Eq. (2.94) and Eq. (2.95) describe a particular case of the general definitions Eq. (2.30) and Eq. (2.29). This can be seen by taking into account that the linear responses to different perturbations can simply be added up and thus the perturbing Hamiltonian (2.92) can be seen as sum of perturbations \( v_1(r', t') \hat{n}(r') \) each giving rise to a retarded density response.

In order to connect the density-density response \( \chi_{nn}(r, r', t, t') \) to the dipole-dipole polarizability \( \alpha(t, t') = \chi_{D,D}(t, t') \) we recall Eq. (2.52), which relates the polarization in the
\[ p_\mu(t, t') = \sum_\nu \alpha_{\mu\nu}(t, t') E_\nu(t). \tag{2.96} \]

The electronic polarization in \( \mu \)-direction can be obtained from the linear density response \( n_1(\mathbf{r}, t) \) as

\[
\begin{align*}
p_\mu(t, t') &= -\int d^3 \mathbf{r} r_\mu n_1(\mathbf{r}, t) \\
&= -\int d^3 \mathbf{r} \int d^3 \mathbf{r}' r_\mu \chi_{nn}(\mathbf{r}, \mathbf{r}', t, t') v_1(\mathbf{r}', t) \tag{2.97}
\end{align*}
\]

Here, \( v_1(\mathbf{r'}, t) \) is the potential associated to the electric field \( \mathbf{E}(t) \), which as in Section 2.2.4 is assumed to be monochromatic of frequency \( \omega \), linearly polarized along the \( r_\nu \)-direction (\( r_\nu \) being one of the Cartesian coordinates \( x, y, z \)) and of amplitude \( E_0 \). \( v_1(\mathbf{r}, t) \) can then be written as

\[
v_1(\mathbf{r}, t) = -q \mathbf{E}(t) \cdot \mathbf{r} = E_0 r_\nu e^{-i\omega t}, \tag{2.98}
\]

where we again treated the electric field in dipole-approximation. Inserting Eq. (2.98) into Eq. (2.97) and comparing to Eq. (2.96) leads to the following connection between density-density and dipole-dipole response function

\[
\alpha_{\mu\nu}(t, t') = -\int d^3 \mathbf{r} d^3 \mathbf{r}' r_\mu r'_\nu \chi_{nn}(\mathbf{r}, \mathbf{r}', t, t') \tag{2.99}
\]

which in mixed frequency/time space is

\[
\alpha_{\mu\nu}(\omega, \tau) = -\int d^3 \mathbf{r} d^3 \mathbf{r}' r_\mu r'_\nu \chi_{nn}(\mathbf{r}, \mathbf{r}', \omega, \tau). \tag{2.100}
\]

with \( \tau = t' - t_0 \). Note again, that while normally \( \alpha_{\mu\nu}(\omega, \tau) \) does not depend on \( \tau \), the additional dependence on \( \tau \) is caused by the fact, that \( \alpha(t, t') \neq \alpha(t - t') \). Together with the definition of the average absorption coefficient in terms of the dipole-dipole polarizability (2.54) this connection enables us to obtain the photoresponse of a system from its density-density response, which is easily available in TDDFT.
2.4.4. Kohn-Sham Linear Response Function

In the last section, we established the connection between a small change in the external potential $\delta v_{\text{ext}}(r,t')$ and the consequent change in the density $\delta n(r,t)$ via the many-body density-density response function $\chi_{nn}(r,r',t,t')$

$$\delta n(r,t) = \int dt' \int_{-\infty}^{\infty} dr' \chi_{nn}(r,r',t,t') \delta v_{\text{ext}}(r',t')$$  \hspace{1cm} (2.101)

with

$$\chi_{nn}(r,r',t,t') = \frac{\delta n(r,t)}{\delta v_{\text{ext}}(r',t')}.$$  \hspace{1cm} (2.102)

In a similar matter, one can define the change of the density due to a change in the Kohn-Sham (KS) potential via the Kohn-Sham density-density response function $\chi_{nn}^{KS}(r,r',t,t')$ like

$$\delta n(r,t) = \int dt' \int_{-\infty}^{\infty} dr' \chi_{nn}^{KS}(r,r',t,t') \delta v_{KS}(r',t')$$  \hspace{1cm} (2.103)

with

$$\chi_{nn}^{KS}(r,r',t,t') = \frac{\delta n(r,t)}{\delta v_{KS}(r',t')}.$$  \hspace{1cm} (2.104)

According to the Runge-Gross theorem, the time-dependent density of a many-body system is reproduced within the TDDFT formalism, which means, that both expressions for the change of density have to be the same. This leads to a Dyson-like equation connecting the many-body and the KS response function, which for a system in its ground state reads

$$\chi_{nn}(r,r',\omega) = \chi_{nn}^{KS}(r,r',\omega) + \int dr_1 \int dr_2 \left( \frac{1}{|r_1 - r_2|} + f_{xc}(r_1,r_2,\omega) \right) \chi_{nn}(r_2,r',\omega)$$  \hspace{1cm} (2.105)

with the exchange-correlation kernel

$$f_{xc}(r,r',t-t') = \left. \frac{\delta v_{xc}(r,t)}{\delta n(r',t')} \right|_{n=n_{GS}}.$$  \hspace{1cm} (2.106)

Here, we took advantage of the time-translational invariance of the response function of systems in their ground state to get rid of the second time-dependence and have the response function only depending on the frequency $\omega$.

The use of adiabatic functionals can lead to unphysical effects in the description of
photo-excitation spectra as we will demonstrate in the results chapters. This issue has also recently been addressed in Ref. [206].

2.4.5. Absorption Spectra from the Time-Evolution

As mentioned before, a common way to obtain optical spectra in TDDFT is by propagating the TDKS equations in real time following the scheme proposed by Yabana and Bertsch [207]. This is the approach used for most calculations in this thesis, since it is straightforward to extend the usual formalism to the situation of excited state spectroscopy like transient absorption spectroscopy (TAS) and time-resolved photoelectron spectroscopy (TRPES). Whilst in the case of TRPES, we use finite probe pulses, in the case of TAS, we probe the system under investigation by applying a delta perturbation, a so-called ‘kick’.

To understand why, we recall the expression for a general linear response $O_1$ to a perturbation $F(t)\hat{V}$ (2.31):

$$O_1 [\mathcal{E}, F] (\omega) = \int_{-\infty}^{\infty} dt' F(t') \chi_{\hat{O}, \hat{V}} [\mathcal{E}] (\omega, t').$$

Using as probe a delta perturbation

$$F(t') = \lambda \delta(t - t')$$

permits to obtain the response-function directly from the linear response by

$$\chi_{\hat{O}, \hat{V}} [\mathcal{E}] (\omega, \tau) = \frac{1}{\lambda} O_1 [\mathcal{E}, \lambda \delta_r] (\omega).$$

In our case, this means, that the dynamic polarizability $\alpha[\mathcal{E}](\omega, \tau)$ needed to obtain the spectrum can be directly obtained from the change of the expectation value of the electronic dipole

$$\delta D [\mathcal{E}, \lambda \delta_r] (\omega) = -\int d^3r \delta n(r, \omega)$$

with the dipole operator (2.51) like

$$\alpha[\mathcal{E}](\omega, \tau) = \frac{1}{\lambda} \delta D [\mathcal{E}, \lambda \delta_r] (\omega).$$
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The action of such a delta perturbation applied at instant $\tau$ on the a system is given as

$$|\Psi(t \rightarrow \tau^+)\rangle = e^{-i\lambda\hat{V}}|\Psi(\tau)\rangle.$$  \hspace{1cm} (2.111)

which gives the electrons a coherent velocity field. In the KS scheme, the perturbation has to be applied to each of the KS orbitals leading to

$$\varphi_i(r, t \rightarrow \tau^+) = e^{i\lambda x} \varphi_i(r, \tau).$$  \hspace{1cm} (2.112)

Note, that whilst in this thesis, we focus on the optical response, by changing the type of perturbation one can also address the magnetic response, the dichroic response, etc. In fact, all linear and higher-order responses can be obtained in terms of a kick or of series of kicks.

2.4.6. Time-Resolved Photoelectron Spectroscopy – The Mask Method †

In the last sections, I have shown, how TDDFT can be used to obtain time-resolved absorption spectra. In this section, I present, how TDDFT can be used to obtain time-resolved photoelectron spectra (TRPES). Note again, that whilst the theorems of TDDFT tell us, that a functional that describes the PES in terms of the density exists, in practice, this functional is not known and other ways of obtaining the PES from the KS equations have to be found. The photoelectron spectra presented in this work are produced within TDDFT using the Mask Method [178]. This method is based on a geometrical partitioning and a mixed real- and momentum-space time evolution scheme [208]. In the following, I summarize the main traits of the technique. A complete description can be found in [178]. Furthermore, I demonstrate how it can be straightforwardly applied to the non-equilibrium situation required by pump-probe experiments.

In photoemission processes a light source focused on a sample transfers energy to the system. Depending on the light intensity electrons can absorb one or more photons and escape from the sample due to the photoelectric effect. In experiments, electrons are detected and their momentum is measured. By repeating measurements on similarly prepared samples it is possible to estimate the probability to measure an electron with a given momentum. From a computational point of view, the description of such pro-

†The theory presented in this chapter forms part of [3].
cesses for complex systems is a challenging problem. The main difficulty arises from the
necessity of describing properly electrons in the continuum.

In typical experimental setups, detectors are situated far away from the sample and elec-
trons overcoming the ionization barrier travel a long way before being detected. The
distances, that electrons travel are usually orders of magnitude larger than the typical
interaction length scales in the sample. During their journey towards the detector, and
far away from the parent system, they practically evolve as free particles driven by an
external field. The solution of the Schrödinger equation for free electrons in a time depen-
dent external field is known analytically in terms of plane waves known as Volkov states.
It therefore seems a waste of resources to solve the Schrödinger equation numerically in
the whole space if a considerable part of the wave function can be described analytically.

In order to take advantage of the previous observations we partition the space according
to the scheme shown in Figure 2.2 (b). The space is divided into two regions, A and B; the
inner region A, containing the system with enough empty space around, is where electrons
are allowed to interact with each other and with the system, and region B, defined as the
complement of A, is where electrons are non-interacting and freely propagating. Every
KS orbital $\varphi_i(r)$ can be decomposed according to $\varphi_i(r) = \varphi_{i}^A(r) + \varphi_{i}^B(r)$, so that $\varphi_{i}^A(r)$
resides mainly in region A and $\varphi_{i}^B(r)$ mainly in region B.

The geometrical partition is implemented by a smooth mask function $M(r)$ defined to
be one deep in the interior of $A$ and zero outside (see Figure 2.2 (a)):

$$
\varphi_{i}^A(r) = M(r)\varphi_i(r), \tag{2.113}
$$

$$
\varphi_{i}^B(r) = (1 - M(r))\varphi_i(r). \tag{2.114}
$$

The mask function takes care of the boundary conditions in $A$ by forcing every function
to be zero at the border. In order to give a good description of functions extending
over the whole space it is convenient to represent the orbitals $\varphi_{i}^B(r)$ in momentum space
$\tilde{\varphi}_{i}^B(p)$.

A mixed real and momentum-space time evolution scheme can then be easily derived
following the geometrical splitting. Given a set of orbitals at time $t$ their value at a
successive time $t + \Delta t$ is provided by

$$\begin{align*}
\varphi^A_i(r, t + \Delta t) &= M(r)e^{-i\hat{H}\Delta t}\varphi^A_i(r, t) \\
\tilde{\varphi}^B_i(p, t + \Delta t) &= e^{-i\frac{(p - A(t))^2}{2}\Delta t}\varphi^B_i(p, t) + \tilde{\varphi}^A_i(p, t + \Delta t)
\end{align*}$$

(2.115)

with $\hat{H}$ being the effective single-particle TDDFT Hamiltonian, $A(t)$ the total external time dependent vector potential (the coupling with the external field is conveniently
expressed in the velocity gauge), and

\[
\tilde{\psi}_i^A(p, t + \Delta t) = \frac{1}{(2\pi)^{3/2}} \int dr (1 - M(r)) e^{-i\hat{H}\Delta t} \phi_i^A(r, t)e^{ip\cdot r},
\]

constituting the portion of electrons leaving the system at time \( t + \Delta t \). At each iteration in the evolution the outgoing components of \( \phi_i^A(r) \) are suppressed in the interaction region by the multiplication with \( M(r) \) while being collected as plane waves in \( \tilde{\psi}_i^B(p) \) via \( \tilde{\psi}_i^A(p) \). The resulting momentum space wavefunctions are then evolved analytically simply by a phase multiplication.

The advantage of using such an approach resides in the fact that we can conveniently store the wavefunctions on a spatial grid inside \( A \) while treating wavefunctions in \( B \) (and therefore the tails extending to infinity) as free-electrons in momentum space. Moreover the mask function introduces a region \( C \), where the wavefunctions in \( A \) and \( B \) overlap (see Figure 2.2) and that acts as matching layer. In spite of the fact that, from a theoretical point of view, the matching between inner and outer region could be performed on a single surface, from a numerical point of view, having a whole region to perform the matching is more stable and less influenced by different choices of spatial grids.

From the momentum components of the orbitals in \( B \) it is possible to evaluate the momentum-resolved photoelectron probability distribution as a sum over the occupied orbitals

\[
P(p) \approx \lim_{t \to \infty} \sum_{i=1}^{\text{occ}} |\tilde{\psi}_i^B(p, t)|^2,
\]

the limit \( t \to \infty \) ensuring that all the ionized components are collected. This scheme is entirely non-perturbative; in a pump-probe setup, it does not assume linearity in either pump or probe. Therefore, it can be applied in the same manner when two pulses are present than with one pulse only, as it was shown in [178]. Like in the case of linear response, where we generalize the usual linear response theory to describe transient absorption spectroscopy (Section 2.2), we can generalize the previous derivation to address transient photoelectron spectroscopy (spin-, angle- and energy-resolved) in practice by employing a pump-probe scheme and performing numerical simulations with two time delayed external pulses. A TRPES map is then generated by performing a computation for each different time delay.

From \( P(p) \) several relevant quantities can be calculated. The energy-resolved photo-
electron probability $P(E)$, usually referred to as photoelectron spectrum (PES), can be obtained by integrating $P(p)$ over solid angles

$$P(E = p^2/2) = \int_{4\pi} d\Omega_p P(p).$$  \hspace{1cm} (2.118)

The angular- and energy-resolved photoelectron probability $P(\theta, \phi, E)$, or photoelectron angular distribution (PAD), can easily be evaluated by expressing $P(p)$ in polar coordinates with respect to a given azimuth axis.

It is noteworthy that during the evolution defined in (2.115) the part of the density contained in $A$ transferred to $B$ is not allowed to return. Clearly, in cases where the external field is strong enough to produce electron orbits crossing the boundary of $A$ and backscattering to the core the mask method provides a poor approximation. In these cases a bigger region $A$ or a more refined scheme must be employed [178]. The laser fields employed in this work are weak enough that we can safely assume region $A$ to always be sufficiently large to contain all the relevant electron trajectories.

### 2.5. Few-Electron Systems and Model-Hamiltonians

In the last Section 2.4, I have talked about how to use Time-Dependent Density Functional Theory (TDDFT) for calculating electronic spectra. But whilst for practical purposes methods like (TD)DFT have to be used, it is instructive to test theories for smaller systems, which can be solved either analytically or numerically exactly. In this thesis, we look at excited state spectra of several model systems (in one or three dimensions) and also use model systems to test our control algorithm. Therefore, in the following, I firstly present the general form of the model Hamiltonians used throughout the thesis.

For the analysis of excited state spectra in the exact case, the concept of Rabi-oscillations assuming a two-level system is used throughout this thesis. Therefore, after having presented the model Hamiltonians, I give a short introduction into the text-book derivation of Rabi oscillations. This concept is then extended to certain cases of three-level systems, which will later on be used to obtain a control laser to control the excitation of electrons from the ground state into a linear combination of excited states in Hydrogen.
2.5. FEW-ELECTRON SYSTEMS AND MODEL-HAMILTONIANS

2.5.1. Model Hamiltonians

The 1D model Hamiltonian of an atom exposed to a time-dependent external potential is given by

\[ H(t) = T + V_{ext}(t) + V_{ee}, \]  

(2.119)

in which the external potential is given by

\[ V_{ext}(t) = -\sum_{i=1}^{N} \frac{C}{\sqrt{\Delta^2 + x_i^2}} + \mathcal{E}(t)x_i \]  

(2.120)

where \( C \) is the charge of the nucleus and \( N \) the number of electrons in the system. The Coulomb interaction \( 1/|x| \) is softened to \( 1/\sqrt{\Delta^2 + x^2} \) with the softening parameter \( \Delta \), which is set to one throughout this thesis. The softening is introduced in order to avoid unphysical results due to the Coulomb potential being too singular in 1D. One of these artefacts is e.g. the infinite ground state energy of the 1D Hydrogen atom [209].

In time-dependent problems, the coupling with the external time-dependent field \( \mathcal{E}(t) \) is expressed in length gauge, and electrons are confined to move along the \( x \) direction only. Finally,

\[ T = -\sum_{i=1}^{N} \frac{1}{2} \frac{\partial^2}{\partial x_i^2} \]  

(2.121)

is the kinetic energy, and the electron-electron interaction is given by

\[ V_{ee} = \sum_{i \neq j}^{1} \frac{1}{\frac{1}{2} \sqrt{\Delta^2 + (x_i - x_j)^2}}. \]  

(2.122)

This model is numerically solvable given the exact mapping discussed in Refs. [183, 210], where it is proved that the many-body problem of \( N \) electrons in one dimension is equivalent to that of one electron in \( N \) dimensions.

In the TDDFT treatment, the external potential is one-dimensional

\[ V_{ext,TDDFT} = -\frac{C}{\sqrt{1 + x^2}} + \mathcal{E}(t)x \]  

(2.123)

and the electron-electron interaction is described through the chosen energy functional.
2.5.2. Rabi-Oscillations

First, the general concept of Rabi oscillations in two-level systems is presented. Afterwards, the general concept is extended to the treatment of three-level systems, where the transition between two of the levels is dipole-forbidden.

2.5.2.1. Rabi-Oscillations in Two-Level Systems

A Rabi oscillation is a fluctuation behavior of states occupation occurring due to the interaction of an oscillatory optical field in resonance with a two-level system. The derivation of the Rabi oscillation formalism can be found in standard textbooks (e.g. [211, 212]). In the following I give a brief summary of the standard derivation of this formalism and then show, how we extend it to a three-level Hamiltonian.

The standard derivation of the Rabi oscillation formalism assumes a two-level Hamiltonian, whose eigenstates $|\Phi_a\rangle$ and $|\Phi_b\rangle$ with the eigenenergies $\varepsilon_a$ and $\varepsilon_b$ are coupled by the dipole transition element $\mu = \mu_{ab} = \mu_{ba}$. The most general wave function in this system may be written as $|\Psi(t)\rangle = a(t)e^{-i\varepsilon_a t}|\Phi_a\rangle + b(t)e^{-i\varepsilon_b t}|\Phi_b\rangle$ with the constraint $|a(t)|^2 + |b(t)|^2 = 1$. One applies a single-frequency optical field $\varepsilon_1 \cos(\omega t)$ and observes the expansion coefficients $a(t)$ and $b(t)$:

$$\dot{a}(t) = \frac{i\mu\varepsilon_1}{2} \left( e^{i(\omega - \omega_{ba})t} + e^{-i(\omega + \omega_{ba})t} \right) b(t),$$

$$\dot{b}(t) = \frac{i\mu\varepsilon_1}{2} \left( e^{-i(\omega - \omega_{ba})t} + e^{i(\omega + \omega_{ba})t} \right) a(t),$$

where $\omega_{ba} = \varepsilon_b - \varepsilon_a$. To continue, one assumes the laser frequency $\omega$ to be close to the transition energy $\omega_{ba}$, i.e. the detuning $\Delta = \omega - \omega_{ba}$ to be small in comparison to the transition energy: $\Delta \ll \omega_{ba}$. One then invokes the rotating wave approximation (RWA), which states, that if $\exp(-i(\omega - \omega_{ba}))$ is slowly varying while $\exp(-i(\omega + \omega_{ba}))$ is rapidly oscillating, $\exp(-i(\omega + \omega_{ba}))$ integrates to approximately zero and can be ignored. Choosing the initial conditions $|a(0)|^2 = 1$ and $|b(0)|^2 = 0$, one finds for the expansion coefficients

$$a(t) = e^{\frac{i}{2}\Delta t} \left( \cos(\Omega t/2) - i \frac{\Delta}{\Omega} \sin(\Omega t/2) \right),$$

$$b(t) = -e^{\frac{i}{2}\Delta t} \left( \frac{\mu\varepsilon_1}{\Omega} \right) \left( i \sin(\Omega t/2) \right).$$
with the Rabi frequency
\[ \Omega = \sqrt{\Delta^2 + (\mu \varepsilon)^2} = \sqrt{\Delta^2 + \bar{\Omega}^2}, \] (2.127)

which for the resonant case \( \Delta = 0 \) reduces to
\[ a(t) = \cos (\bar{\Omega}t/2) \] (2.128)
\[ b(t) = i \sin (\bar{\Omega}t/2). \] (2.129)

In the resonant case, one can additionally show, that if the envelope function of the laser is time-dependent, i.e. \( \varepsilon = \varepsilon(t) \), the expansion coefficients are of the form
\[ a(t) = \cos \left( \int_0^t \bar{\Omega}(t')dt' \right) \] (2.130)
\[ b(t) = i \sin \left( \int_0^t \bar{\Omega}(t')dt' \right), \] (2.131)

which indicates, that for the resonant case the population transfer depends only on the integral \( \int_0^t \bar{\Omega}(t')dt' \) and not on the specific form of \( \bar{\Omega}(t) \). This is called the pulse area theorem.

Note the differences between resonant and detuned Rabi oscillations. In the resonant case \( \Delta = 0 \), the Rabi frequency is \( \bar{\Omega} \) and the population is completely transferred from state \( \Phi_a \) to \( \Phi_b \) and back. In the detuned case, the Rabi frequency is modified by the detuning to \( \sqrt{\bar{\Omega}^2 + \Delta^2} \) and the population is not completely transferred to \( \Phi_b \). The maximum population transferred to \( \Phi_b \) reduces to \( \bar{\Omega}/\sqrt{\bar{\Omega}^2 + \Delta^2} \).

### 2.5.2.2. Rabi-like Oscillations in Three-Level Systems

Here, we extend the previous textbook discussion to a three-level Hamiltonian with eigenstates \( |\Phi_a\rangle \), \( |\Phi_b\rangle \) and \( |\Phi_c\rangle \) and the corresponding eigenenergies \( \varepsilon_a \), \( \varepsilon_b \) and \( \varepsilon_c \). We define the transition energies \( \omega_{ab} = \varepsilon_b - \varepsilon_a \), \( \omega_{bc} = \varepsilon_c - \varepsilon_b \) and \( \omega_{ac} = \varepsilon_c - \varepsilon_a \). The most general wave function of this system can be written as
\[ |\Psi(t)\rangle = a(t)e^{-i\varepsilon_at}|\Phi_a\rangle + b(t)e^{-i\varepsilon_b t}|\Phi_b\rangle + c(t)e^{-i\varepsilon_c t}|\Phi_c\rangle, \] (2.132)
with the constraint $|a(t)|^2 + |b(t)|^2 + |c(t)|^2 = 1$. If this system is coupled via its dipole moments to an optical field

$$\mathcal{E}(t) = \varepsilon_1 \cos(\omega_1 t + \varphi_1) + \varepsilon_2 \cos(\omega_2 t + \varphi_2),$$  

the time-dependent Schrödinger equation in matrix form is

$$\frac{id}{dt} \begin{pmatrix} a(t) e^{-i\varepsilon_a t} \\ b(t) e^{-i\varepsilon_b t} \\ c(t) e^{-i\varepsilon_c t} \end{pmatrix} = \begin{pmatrix} \varepsilon_a & -\mu_{ab} \mathcal{E}(t) & -\mu_{ac} \mathcal{E}(t) \\ -\mu_{ba} \mathcal{E}(t) & \varepsilon_b & -\mu_{bc} \mathcal{E}(t) \\ -\mu_{ca} \mathcal{E}(t) & -\mu_{cb} \mathcal{E}(t) & \varepsilon_c \end{pmatrix} \begin{pmatrix} a(t) \\ b(t) \\ c(t) \end{pmatrix}. \tag{2.134}$$

We take $\mu_{ab} = \mu_{ba}$ and $\mu_{ac} = \mu_{ca}$ and assume, that the transition between $|\Phi_b\rangle$ and $|\Phi_c\rangle$ is dipole forbidden, i.e. $\mu_{bc} = \mu_{cb} = 0$. This leads to the following set of differential equations for the expansion coefficients:

$$\dot{a}(t) = i \frac{\mu_{ab}}{2} \left( \varepsilon_1 \left( e^{i(\omega_1 - \omega_{ab})t + i\varphi_1} + e^{-i(\omega_1 + \omega_{ab})t - i\varphi_1} \right) + \varepsilon_2 \left( e^{i(\omega_2 - \omega_{ab})t + i\varphi_2} + e^{-i(\omega_2 + \omega_{ab})t - i\varphi_2} \right) \right) b(t)$$

$$+ i \frac{\mu_{ac}}{2} \left( \varepsilon_1 \left( e^{i(\omega_1 - \omega_{ac})t + i\varphi_1} + e^{-i(\omega_1 + \omega_{ac})t - i\varphi_1} \right) + \varepsilon_2 \left( e^{i(\omega_2 - \omega_{ac})t + i\varphi_2} + e^{-i(\omega_2 + \omega_{ac})t - i\varphi_2} \right) \right) c(t)$$

$$\dot{b}(t) = i \frac{\mu_{ab}}{2} \left( \varepsilon_1 \left( e^{i(\omega_1 + \omega_{ba})t + i\varphi_1} + e^{-i(\omega_1 - \omega_{ba})t - i\varphi_1} \right) + \varepsilon_2 \left( e^{i(\omega_2 + \omega_{ba})t + i\varphi_2} + e^{-i(\omega_2 - \omega_{ba})t - i\varphi_2} \right) \right) a(t)$$

$$\dot{c}(t) = i \frac{\mu_{ac}}{2} \left( \varepsilon_1 \left( e^{i(\omega_1 + \omega_{ca})t + i\varphi_1} + e^{-i(\omega_1 - \omega_{ca})t - i\varphi_1} \right) + \varepsilon_2 \left( e^{i(\omega_2 + \omega_{ca})t + i\varphi_2} + e^{-i(\omega_2 - \omega_{ca})t - i\varphi_2} \right) \right) a(t)$$

If each laser is in resonance with one of the transitions, i.e. $\omega_1 = \omega_{ba}$ and $\omega_2 = \omega_{ca}$, we can apply the rotating wave approximation to the terms combining $\omega_1$ with $\omega_{ba}$ and the ones combining $\omega_2$ with $\omega_{ca}$ analogue to the two-level case. This casts the differential equations into the shape:

$$\dot{a}(t) = i \frac{\mu_{ab}}{2} \left( \varepsilon_1 e^{i\varphi_1} + \varepsilon_2 \left( e^{-i(\omega_1 - \omega_2)t + i\varphi_2} + e^{-i(\omega_1 + \omega_2)t - i\varphi_2} \right) \right) b(t) \tag{2.136a}$$

$$+ i \frac{\mu_{ac}}{2} \left( \varepsilon_1 \left( e^{i(\omega_1 - \omega_2)t + i\varphi_1} + e^{-i(\omega_1 + \omega_2)t - i\varphi_1} \right) + \varepsilon_2 e^{i\varphi_2} \right) c(t),$$

$$\dot{b}(t) = i \frac{\mu_{ab}}{2} \left( \varepsilon_1 e^{-i\varphi_1} + \varepsilon_2 \left( e^{i(\omega_1 + \omega_2)t + i\varphi_2} + e^{i(\omega_1 - \omega_2)t - i\varphi_2} \right) \right) a(t), \tag{2.136b}$$

$$\dot{c}(t) = i \frac{\mu_{ac}}{2} \left( \varepsilon_1 \left( e^{i(\omega_1 + \omega_2)t + i\varphi_1} + e^{-i(\omega_1 - \omega_2)t - i\varphi_1} \right) + \varepsilon_2 e^{-i\varphi_2} \right) a(t). \tag{2.136c}$$
To continue, we apply the rotating wave approximation a second time. This time, we assume, that the laser frequencies are sufficiently well separated in energy:

\[ |\omega_1 + \omega_2| \gg 0 \] \hspace{1cm} (2.137a)

\[ |\omega_1 - \omega_2| \gg 0 \] \hspace{1cm} (2.137b)

With this approximation, Eqs. (2.136) become

\[
\dot{a}(t) = \frac{i \mu_{ab} \varepsilon_1}{2} e^{i \varphi_1} b(t) + \frac{i \mu_{ac} \varepsilon_2}{2} e^{i \varphi_2} c(t) \\
\dot{b}(t) = \frac{i \mu_{ab} \varepsilon_1}{2} e^{-i \varphi_1} a(t) \\
\dot{c}(t) = \frac{i \mu_{ac} \varepsilon_2}{2} e^{-i \varphi_2} a(t). \]

Choosing the initial conditions \(a(0) = 1\), \(b(0) = c(0) = 0\), Eqs. (2.138) yield the solution

\[
a(t) = \cos(\bar{\Omega}/2t) \\
b(t) = \frac{\mu_{ab} \varepsilon_1}{\sqrt{(\mu_{ab} \varepsilon_1)^2 + (\mu_{ac} \varepsilon_2)^2}} e^{-i(\varphi_1 - \pi)} \sin(\bar{\Omega}/2t) \\
c(t) = \frac{\mu_{ac} \varepsilon_2}{\sqrt{(\mu_{ab} \varepsilon_1)^2 + (\mu_{ac} \varepsilon_2)^2}} e^{-i(\varphi_2 - \pi)} \sin(\bar{\Omega}/2t)
\]

with the Rabi-frequency

\[ \bar{\Omega} = \sqrt{(\mu_{ab} \varepsilon_1)^2 + (\mu_{ac} \varepsilon_2)^2}. \] \hspace{1cm} (2.140)

There are three main conclusions from this solution.

I. The Rabi-frequency of the three-level Hamiltonian is the Pythagorean mean of the Rabi-frequencies of the single transitions: \( \bar{\Omega} = \sqrt{\Omega_{ab}^2 + \Omega_{ac}^2} \). Consequently, it is larger than each of the single frequencies.

II. The maximum populations of the excited states depend only on the ratio of the Rabi-frequencies belonging to the respective transitions \( \frac{|b(t)|^2}{|c(t)|^2} = \frac{\Omega_{ab}^2}{\Omega_{ac}^2} \).

III. The relative phases of the expansion coefficients depend on the phases of the applied lasers.

Finally, one finds, that also in the three-level case, the pulse area theorem holds true.
2.6. Quantum Optimal Control Theory

In this thesis we are not only interested in the analysis, but also in the control of spectroscopic properties. To achieve this goal, we employ Quantum Optimal Control Theory (Quantum-OCT).

The measurement and control of ultrafast processes are inherently intertwined. In fact, quantum optimal control theory [108, 109] (Quantum-OCT) can be viewed as the inverse of theoretical spectroscopy: rather than attempting to predict the reaction of a quantum system to a perturbation, it attempts to find the perturbation that induces a given reaction in a given quantum system. It is the quantum version, first developed in the 80s [110, 111, 112], of a more general mathematical framework, control theory [113, 114], which is commonly applied in engineering, for example to design trajectories for satellites and space probes [109]. This quantum version of control was needed given the fast advances in experimental quantum control – or coherent control of quantum systems, as it is sometimes called.

The experimental control of quantum systems was born in the field of photo-chemistry: the goal was to achieve the selective destruction or creation of bonds by means of suitably tailored laser fields. It was therefore a consequence of the raise of the field of femtochemistry. Numerous techniques were invented in a short period of time, such as the control of quantum interference proposed by Brumer and Shapiro (also called coherent control scheme) [115, 116, 117], the “pump-dump” control proposed by Tannor and Rice [118, 119] (where the probe pulse not only probes, but in fact partially “dumps” the excited state wave-packet on the ground state), stimulated Raman adiabatic passage [120], wave-packet interferometry [121], etc.

However, the most successful technique - since it can be considered in fact a generalization of all the previous ones – has been found to be the adaptive feedback control (AFC) first proposed by Judson and Rabitz [122] and first realized in 1997 [123]. Using AFC, groundbreaking results were achieved in the control of chemical reactions [124], and in many related experiments such as the control of the efficiency of photosynthesis processes [125]. Even the photo-isomerization of the retinal molecule in rhodopsin proteins (a process that is crucial e.g. for vision in higher organisms) was optimized [126].

All these advances in experimental quantum control require a theoretical counterpart, provided by Quantum-OCT. Quantum-OCT is concerned with studying the optimal
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Hamiltonian (in practice, a portion of the Hamiltonian, such as the temporal profile of the coupling of an atom or molecule to a laser pulse) that induces a target system behaviour: it attempts to answer questions such as what is that optimal shape, is there only one or are there various solutions, what is the most efficient computational algorithm in order to obtain the solution, what is the stability of the solution, etc.

2.6.1. General Aspects of Quantum Optimal Control Theory

Let us consider a quantum mechanical system governed by Schrödinger’s equation during the time interval \([0,T]\):

\[
\begin{align*}
  i\frac{\partial \Psi(x,t)}{\partial t} &= \hat{H}[u,t]\Psi(x,t), \\
  \Psi(x,0) &= \Psi_0(x),
\end{align*}
\]

(2.141a)

(2.141b)

where \(x\) is the full set of quantum coordinates, and \(u\) is the control, an external potential applied to the system. Typically, one distinguishes between two types of representations for \(u\): it can either be a real valued continuous function defined in time or a set of parameters that determine the precise shape of the control function. Throughout this thesis, the latter option is used exclusively. The specification of \(u\), together with an initial value condition, \(\Psi(0) = \Psi_0\) determines the full evolution of the system, \(\Psi[u]\), via the propagation of Schrödinger’s equation.

The behaviour of the system must then be measured by defining a “target functional” \(F\), whose value is high if the system evolves according to our goal, and small otherwise. In many cases, it is split into two parts, \(F[\Psi,u] = J_1[\Psi] + J_2[u]\), so that \(J_1\) only depends on the state of the system, and \(J_2\), called the “penalty”, depends explicitly on the control \(u\).

Regarding \(J_1\), it may have two functional forms:

- It may depend on the full evolution of the system during the time interval \([0,T]\).
  We may write this as \(J_1[\Psi] = J_1^{[0,T]}[\Psi]\), where the \(J_1^{[0,T]}[\Psi]\) functional admits continuous functional derivatives, in particular \(\frac{\delta J_1}{\delta \Psi^\prime(x,t)}\) is continuous at \(t = T\).

- \(J_1\) may only depend on the state of the system at the end of the propagation: \(J_1[\Psi] = J_1^T[\Psi(T)]\).
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Of course, $J_1$ can be a combination of the two options, i.e.:

$$J_1[\Psi] = J_1^{[0,T]}[\Psi] + J_1^T[\Psi(T)].$$  \hspace{1cm} (2.142)

Often, the functionals are defined through the expectation value of an observable $\hat{O}$, i.e.:

$$J_1^T[\Psi(T)] = \langle \Psi(T)|\hat{O}|\Psi(T)\rangle.$$  \hspace{1cm} (2.143)

The mathematical problem is then reduced to the problem of maximizing a real-valued function $G$:

$$G[u] = F[\Psi[u],u].$$  \hspace{1cm} (2.144)

Therefore, one needs an optimization algorithm to find the maximum (or maxima) of $G$. Two broad families can be distinguished: gradient-free procedures, that only require some means to compute the value of $G$ given a control input $u$, and gradient-based procedures, that also require the computation of the gradient of $G$ with respect to $u$. For our work, we have mostly used gradient-free algorithms (all the examples shown in this thesis are based on them); however we have also tried the gradient-based ones. For completeness, I display here the equation for the gradient that Quantum-OCT provides. It is

$$\nabla_u G[u] = \nabla_u F[\Psi[u],u]_{\Psi=\Psi[u]} + 2\Re \int_0^T dt \langle \chi[u](t)|\nabla_u \hat{H}[u,t]|\Psi[u](t)\rangle$$ \hspace{1cm} (2.145a)

if the control is parametrized and

$$\frac{\delta G}{\delta u(t)} = \frac{\delta F[\Psi, u]}{\delta u(t)}_{\Psi=\Psi[u]} + 2\Re \langle \chi[u](t)|\hat{D}|\Psi[u](t)\rangle$$ \hspace{1cm} (2.145b)

if the control is given as a continuous function of time. Here, $\hat{D}$ is the coupling of $u(t)$ to the system, i.e. the time-dependent Hamiltonian is $\hat{H}[u,t] = \hat{H}_0 + u(t)\hat{D}$. For a detailed derivation of Eqs. (2.145) I refer the reader to Refs. [111, 213, 214, 215]. Note that a new “wave function”, $\chi[u]$, has been introduced; it is given by the solution of:

$$i\frac{\partial \chi[u]}{\partial t}(x,t) = \hat{H}[u,t]\chi[u](x,t) - i\frac{\delta J_1^{[0,T]}}{\delta \Psi^*[u](x,t)},$$ \hspace{1cm} (2.146a)

$$\chi[u](x,T) = \frac{\delta J_1^T}{\delta \Psi^*[u](x,T)}.$$ \hspace{1cm} (2.146b)
This is similar to the original Schrödinger’s equation (2.141), except: (i) It may be inhomogeneous, if $J_1^{[0,T]}$ is not zero (i.e. if the target is time-dependent) and (ii) The initial condition is given at the final time $t = T$, which implies it must be propagated backwards. The computation of the gradient or functional derivative of $G$, therefore, requires $\Psi[u]$ and $\chi[u]$, which are obtained by first propagating Eq. (2.141a) forwards, and then Eq. (2.146a) backwards. The maxima of $G$ are found at the critical points $\nabla_u G[u] = 0$.

Note, that these are the Quantum-OCT equations based on the linear Schrödinger equation. If one uses gradient-based Quantum-OCT in combination with the non-linear KS equations, the Quantum-OCT equations have to be adapted accordingly. However, since in this thesis only gradient free algorithms are used, I refer the reader to [153] for the derivation and the full description of the correct TDDFT-Quantum-OCT equations.

Depending on the representation of the control, different optimization strategies are used. For gradient-based optimization strategies, where the control is parametrized, one can e.g. use conjugate gradient algorithms like the Broyden-Fletcher-Goldfarb-Shanno (BFGS) variant [216]. If the control is represented directly in real time, a number of algorithms have been developed directly in the field of Quantum-OCT. These algorithms –if applicable– can provide very fast convergence. Examples are the Krotov method [217] and the monotonically convergent techniques proposed by Zhu and collaborators [218, 219].

If the gradient of the control is not available, one uses gradient-free optimization strategies. This is the case in this thesis. In these cases, one can use “evolutionary” or “genetic” algorithms, which are specifically designed for large, typically discrete search spaces [220, 221]. For moderate search spaces, classic choices are the simplex-downhill algorithm by Nelder and Mead [222] or the newer NEWUOA algorithm by Powell [223]. The optimization strategy used for the optimization of spectra in this thesis is based on the simplex-downhill algorithm. For a more detailed description of it, see appendix A.

Finally, if the problem is small and analytically solvable, one can even perform “Quantum-OCT by hand” and can write down the optimal pulse analytically (possibly after having made a few approximations). This is the case in the part about optimal control of Hydrogen. In Section 4.2.1 we write down the analytical shape of the control field based on the derivation of the Rabi-like oscillations in three-level systems in Section 2.5.2.2.

A Quantum-OCT formulation is constructed on top of a given model for the system
process under study. In this thesis we study and optimize the absorption spectra of atoms and molecules using either analytically solvable model Hamiltonians or obtaining the spectra by solving the time-dependent Kohn-Sham equations (TDKS). In either case, we are interested in controlling the spectra with the help of laser pulses, i.e. the control function $u(t)$ is a laser field $\mathcal{E}(t)$ (in our case in dipole-representation), that couples to the system via the dipole-operator. In our optimization algorithm, the control function is implemented in a parametrized representation. It is a natural choice to expand the control field in a basis set and to establish the coefficients of this expansion as control parameters:

$$\mathcal{E}(t) = \sum_{i=1}^{N} c_n g_n(t)$$

(2.147)

where $N$ is the dimension of the optimization (“search”) space and $g_n(t)$ are orthonormal over the optimization period

$$\int_0^T dt \, g_n(t) g_m(t) = \delta_{nm}.$$  

(2.148)

Typical choices for the basis sets are the sine basis

$$g_n(t) = \sqrt{\frac{2}{T}} \sin \left( \frac{\pi}{T} nt \right) \quad n = 1, \ldots, N$$

(2.149a)

or the normal Fourier basis

$$g_n(t) = \begin{cases} 
\sqrt{\frac{2}{T}} \sin \left( \frac{2\pi}{T} nt \right) & n = 1, \ldots, \frac{N}{2}, \\
\sqrt{\frac{2}{T}} \cos \left( \frac{2\pi}{T} \left( n - \frac{N}{2} \right) t \right) & n = \left( \frac{N}{2} + 1 \right), \ldots, N.
\end{cases}$$

(2.149b)

Both have the advantage, that spectral constraints can be automatically enforced: the maximum frequency is given by $N$ and if we do not include the zero-frequency mode, both sets fulfill the condition $\int_0^T dt \, \mathcal{E}(t) = 0$, which follows from Maxwell’s equations for a freely propagating pulse in the electric dipole approximation [224]. In this thesis, a sine basis is used for all optimizations.
2.6. Derivation of the Quantum-OCT Equations for the Optimization of Response Functions

We now apply the general theory presented above, to derive the equations for the computation of the gradient of a target functional designed to optimize the response of a system. The gedanken setup is the following: for a certain time interval \([0, T]\) a quantum system is driven by a pump pulse \(\mathcal{E}\) whose precise shape can be manipulated; we wish to design such shape in order to make the (linear) response of the system to some later perturbation optimal in some given way.

This setup is consistent with the non-overlapping regime described above; the Hamiltonian that governs the system, once that the pump has passed \((t \geq T)\) has the form:

\[
\hat{H}(t) = \mathcal{H} + F(t)\hat{V}.
\]

If, at time \(t = T\), the system has been driven into the state \(|\Psi(T)\rangle\), the response function for a perturbation at later times is given by:

\[
\chi_{\hat{O},\hat{V}}(t,t') = -i\theta(t-t')\langle\Psi(T)|\left[\hat{O}_I(t),\hat{V}_I(t')\right]|\Psi(T)\rangle.
\]

The first-order response of the system would then be given by:

\[
O_1[\mathcal{E},F](t) = \int_T^t dt' F(t')\chi_{\hat{O},\hat{V}}(t,t').
\]

In order to simplify the discussion, let us consider a particular form for the perturbation: a sudden one at the end of the pump \(F(t') = \delta(t - T)\). Therefore:

\[
O_1[\mathcal{E},\delta_T](t) = \chi_{\hat{O},\hat{V}}(t,T).
\]

We may now define a target: for example, we may be interested in enhancing the reaction of the system at a given frequency, i.e. \(O_1[\mathcal{E},\delta_T](\omega) = \int_T^\infty dt' e^{-i\omega t'} O_1(t')\). By making use of the previous equations, it can be easily seen that the problem fits into the framework discussed in the previous section, i.e. the target functional is given by the expectation value of some operator:

\[
J_T[\Psi(T)] = \langle \Psi(T) | - i \int_T^\infty dt' e^{-i\omega t'} \left[ e^{i(t'-T)\mathcal{H}} \hat{O} e^{-i(t'-T)\mathcal{H}} \hat{V} \right] |\Psi(T)\rangle
\]
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The equations for the gradient are therefore Eqs. (2.145); that must be completed with the equations of motion for the co-state, Eq. (2.146a), and, in particular, with its boundary condition at time \( t = T \), which is the only one that in fact depends on the definition of the target operator:

\[
|\chi(T)⟩ = -i \int_T^\infty dt' e^{-i\omega t'} \left[ e^{i(t'-T)\mathcal{H}} \hat{O} e^{-i(t'-T)\mathcal{H}} \hat{V} \right] |\Psi(T)⟩.
\] (2.155)

Similar formulas can be obtained for more general definitions of the target functional in terms of the response \( O_1(\omega) \), and for more general probe functions. In all cases the computational difficulties associated to the computation of this boundary condition are also similar, and are considerable. By inspecting the previous formula, it can be learnt that various time-propagations of the wave functions, forward and backwards, are required. These difficulties are even larger if the scheme is formulated within TDDFT – in the previous derivation we have used the exact many-electron wave functions. In consequence, we decided to employ, for this type of optimization, gradient-free algorithms, such as the one that we describe in next section.

2.6.3. Derivation of a Gradient-Free Algorithm for Quantum Optimal Control Theory

In this thesis the goal is to maximize the absorption of light in a certain energy range by means of exciting a system with a laser. This idea falls into the optimization category that we have just described. Here, we describe, a general gradient-free procedure to optimize spectra – in particular, the maximization of absorption.

First, we define the target functional \( F[\Psi[u], u] \). For a general optimization of a spectrum, \( F \) is an arbitrary functional of the average absorption coefficient \( \bar{\sigma}(\omega, T + \tau) \) (2.54) and of the control laser \( \mathcal{E}(t) \) and so is the real-valued function \( G \):

\[
G(\mathcal{E}) = F[\bar{\sigma}[\mathcal{E}], \mathcal{E}].
\] (2.156)

\( F \), respectively \( G \) have to be chosen in a such a way, that their value will be maximal for the desired type of spectrum. In order to maximize the absorption of light, we employ two different definitions of \( G(\mathcal{E}) \): (A) We compute the integral over the spectrum in a certain energy interval \([E_{\text{min}}, E_{\text{max}}]\) after the excitation of the system with the control
laser field $\mathcal{E}$ and (B) like before but we add a penalty for ionization:

\[ G^A (\mathcal{E}) = \int_{E_{\min}}^{E_{\max}} \bar{\sigma} \left( \mathcal{E} \right) (E) dE, \]
\[ G^B (\mathcal{E}) = \int_{E_{\min}}^{E_{\max}} \bar{\sigma} \left( \mathcal{E} \right) (E) \exp \left( -\gamma \frac{N_0 - N_T \left[ \mathcal{E} \right]}{N_0} \right) dE. \]

where $N_0$ and $N_T$ are the number of electrons in the system at the beginning and the end of the control pulse and $\gamma$ is the penalty for ionization.

Figure 2.3.: Gradient-free optimization procedure to optimize the response-function of an excited-state system using the real-time, real-space TDDFT code octopus.

Next, one chooses a representation of the control field: pump duration, carrier frequencies, polarizations, envelope function and – since we describe pump-probe experiments – the delay $\tau$ between the end of the pump and the probe pulse (which can be positive or negative). One then decides, which of these parameters should be optimized and which ones should be kept fixed. The control pulse is then defined as a function of the
optimization parameters

\[ E = E(c_1, c_2, \ldots, c_N) \]  

in an N-dimensional parameter space and the initial parameters are chosen.

For this kind of optimizations we work with gradient-free algorithms like the Downhill-Simplex algorithm, described in appendix A. Having defined the control parameter and the laser parametrization, we can start the optimization circle.

Each optimization step consists of two steps. In the first step, the pump pulse is generated and the system is evolved under its influence until the probe time \( T_P + \tau \). The evolution is stopped. In the second step, the absorption is calculated by probing the system with a delta perturbation. To this end, \((n+1)\) copies of the propagation are created \((n\) being the dimensionality of the system). In each dimension, a kick is applied (see Section 2.4.5 for how to obtain an excited-state spectrum from a time-dependent calculation) and the system evolved for the “spectrum time” \( T_S \) afterwards. From these \((n+1)\) time-propagations, the excited-state spectrum \( \bar{\sigma}(\omega, \tau) \) is calculated and the control function \( G(E) \) is evaluated. \( G(E) \) is then fed back into the optimization algorithm, which creates a new set of parameters to form a new control pulse. The general procedure is illustrated in Fig. 2.3.

Note, that in order to obtain the average absorption coefficient, the full-frequency dependent polarizability tensor has to be known. Therefore, \((n+1)\) time-propagations have to be performed for the “spectrum time” \( T_S \) - one for each kick-direction and the \((n+1)\)-th for the reference calculation. This makes this scheme computationally rather expensive. Whilst these calculations are feasible for small systems, a future development of faster computers and better parallelization techniques will be needed to tackle larger problems. Appendix B contains further information about the more technical details of the optimization.

2.7. The Colour Perception of the Human Eye

In this thesis, we analyze optical spectra in the context of their perception by us - human beings. We argue, that by controlling the spectrum of a system, one can control its colour. In this context, one has to understand, how the light, that is perceived by the human retina is translated into human colour perception. This question is addressed in
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the following.

In 1802 Thomas Young proposed the existence of three different types of photoreceptors in the eye [225]. The perception of light from these three receptors should enable the human being to see all the different colours, that it is able to see. His theory was further developed by Hermann von Helmholtz and became known as Young-Helmholtz trichromatic theory. The existence of three different kinds of cones was proven in the 20th century by Gunnar Svaetichin [226] and their existence in the human eye finally proven in 1983.

According to the Young-Helmholtz trichromatic theory, any colour perceived by the human eye can be described by only three parameters, the tristimulus values. Each tristimulus value describes the perception of one of a set of three colour-matching functions (which span the complete colour space). A set of three linearly independent colour-matching functions is called observer.

The first two observers and therefore the first quantitative link between physical light and the physiological experience of light was defined in 1931 by the International Commission on Illumination (CIE). The spanned colour spaces carry the names CIE 1931 RGB colour space and CIE 1931 XYZ colour space. The observer belonging to the CIE 1931 XYZ colour space is called CIE standard observer and describes the colour perception of an average human eye when illuminated from an angle smaller than 2 degrees. A newer version, the CIE 1964 colour space deals with illumination from angles above 4 degrees.

The CIE's colour matching functions $\bar{x}(\lambda)$, $\bar{y}(\lambda)$ and $\bar{z}(\lambda)$, which form the standard observer are shown in the left part of Figure 2.4. The tristimulus values for a colour with a spectral power distribution $I(\lambda)$ are obtained from the standard observer according to

\[
X = \int_{380nm}^{780nm} I(\lambda)\bar{x}(\lambda), \quad (2.159a)
\]

\[
Y = \int_{380nm}^{780nm} I(\lambda)\bar{y}(\lambda), \quad (2.159b)
\]

\[
Z = \int_{380nm}^{780nm} I(\lambda)\bar{z}(\lambda). \quad (2.159c)
\]

A full diagram containing all visible colours is a three-dimensional object. Nevertheless, in practice, colours are often displayed as objects in a two-dimensional space. This is due
Figure 2.4.: (left) The CIE standard observer colour matching functions. (right) The CIE 1931 cromaticity diagram (taken from the Encyclopedia Britannica (http://global.britannica.com/science/tristimulus-system)).

to the fact, that the description of colours is usually divided into two aspects: brightness and cromaticity. The CIE XYZ space was designed in a way, that the Y parameter is a measure for the brightness, while the two derived quantities \( x \) and \( y \)

\[
\begin{align*}
  x &= \frac{X}{X + Y + Z}, \\
  y &= \frac{Y}{X + Y + Z}, \\
  z &= \frac{Z}{X + Y + Z}.
\end{align*}
\]

characterize the cromaticity, which is then displayed in a so-called cromaticity diagram. The CIE 1931 cromaticity diagram is shown in the right part of Figure 2.4. The derived colour space is called CIE xyY colour space and is widely used to specify colours in practice.

Pump-probe experiments are the preferred technique to study the dynamical behaviour of atoms and molecules: the dynamics triggered by the pump pulse can be monitored by the time-dependent reaction of the system to the probe pulse, a reaction that can be measured in terms of, for example, the absorption of the pulse intensity, or of the emission of electrons [227].

A wealth of possibilities exists, depending on the frequencies, durations and intensities

\footnote{The results presented in this chapter were published in [3].}
of the two pulses. A common set-up in attosecond physics employs an XUV attosecond pulse and a relatively more intense, longer (few femtoseconds) NIR or visible pulse used for its generation. Combining two XUV attosecond pulses is in principle possible (and has been theoretically analysed [68]), but unfortunately the low outputs of current XUV attosecond pulses lead to much too weak signals. Another choice to make is the final observable, i.e. what kind of system reaction is to be measured as a function of the time delay. In this work we focus on two common choices. One is time-resolved photo-electron spectroscopy (TRPES) where one observes the emission of electrons (their energies, angular distribution, or total yield) from the pumped system due to the probe pulse. The other is transient absorption spectroscopy (TAS), where one observes the optical absorption of the probe signal.

Both TAS and TRPES have recently been demonstrated in the attosecond regime [1, 85, 89, 90, 91, 92]. The goal of this work is to study TAS and TRPES at the attosecond time scale going beyond the Single-Active Electron (SAE) approximation. Indeed, it would be desirable to analyze these processes with a non-perturbative theory (since at least one of the pulses is usually very intense), which at the same time is capable of going beyond the SAE approximation and accounting for many-electron interaction effects. This last fact is relevant since the attosecond time resolution obtained in this type of experiments is able to unveil the fast dynamical electron-electron interaction effects. The SAE, which essentially assumes that only one electron actively responds to the laser pulse, has been successfully used to interpret many strong-field processes. However, its range of validity is limited, and roughly speaking it is expected to fail whenever the energies of multielectron excitations become comparable to the laser frequencies or the single electron excitations [98].

Time-Dependent Density Functional Theory (TDDFT) in principle meets all requirements: it may be used non-perturbatively, includes the electron-electron interaction and can handle out-of-equilibrium situations. It has been routinely used in the past decades to study the electron dynamics in condensed matter in equilibrium. By this we mean that, usually, one computes the linear or non-linear response properties of systems in the ground state (or at thermal equilibrium). In pump-probe experiments, however, one must compute the response of a system that is being driven out of equilibrium by an initial pulse. In Section 2.2 we have demonstrated how the general linear response theory can be extended to describe TAS and in Section 2.4 we have shown how both TAS and
TRPES can be combined with TDDFT. The discussed theory was implemented in the octopus code [100, 101, 102, 103] and here we present some applications.

In order to simplify the illustration of the results, the Born Oppenheimer approximation in combination with a clamped ion approximation has been used in the calculations for the molecular case. Further inclusion of the ionic motion could be done at the semi-classical level with Ehrenfest dynamics [101, 228] – already implemented in the code – and without any essential modification to the theory presented.

3.1. One-dimensional Model Helium

As first example we study the absorption spectrum of an excited one-dimensional soft-Coulomb Helium atom. This is an exactly solvable model that provides a useful benchmark to test different approximations. We will first discuss the exact solution, and later apply TDDFT. A more realistic 3D model will be presented in the next section.

The 1D model of the Helium atom is defined as given in (2.119) in Chapter 2.5 with an atomic charge of $C = 2$ and two electrons $N = 2$. The wave functions and other necessary functions are represented on a real space regular grid; a squared (linear for one-dimensional TDDFT) box of size $L = 200$ a.u. and spacing $\Delta x = 0.2$ a.u. has been employed in all the calculations.

In order to illustrate how an external field can modify the optical properties of a system in Figure 3.1 we show a scan of the non-equilibrium absorption spectrum generated by a 45 cycle $\sin^2$ envelope pulse with intensity $I = 5.26 \times 10^{11}$ W/cm$^2$ at different angular frequencies $0.51\text{ a.u.} \leq \omega_P \leq 0.59\text{ a.u.}$. The plot displays $\Im[\alpha(E,\tau)(\omega,\omega_P)]$, choosing the time of the kick $\tau$ (see Section 2.4.5) right at the end of the pump pulse.

It can be seen how the absorption around the first excitation frequency 0.533 a.u. is strongly diminished when the frequency of the pump resonates with that frequency. In that situation, an absorption peak also appears around the excitation frequency corresponding to the transition from the first to the second excited state, in our case at 0.076 a.u.. This behavior is a direct consequence of the fact that the laser is pumping the system to the first excited state and this process is more efficient for a field tuned with the excitation energy. The absorption spectrum is therefore a mixture of the one corresponding to the unperturbed ground state and that of the first excited state.
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Figure 3.1.: Out of equilibrium absorption spectrum as function of the pump laser frequency for one-dimensional Helium. The system is driven out of equilibrium by 45 cycle $\sin^2$ envelope laser pulses of intensity $I = 5.26 \times 10^{11}$ W/cm$^2$, at different carrier frequencies and then probed right after. Maximal response is observed for frequencies close to the first optical transition $\omega_P = 0.533$ a.u.

In order to analyze this point further, a cut at the resonant frequency is displayed in the lower (blue) curves of Figure 3.2. The filled curve represents the spectrum obtained from the system in its ground state while the solid line corresponds to the spectra of the system excited by a laser pulse with a frequency resonant with the first optical transition and probed after the perturbation. By direct comparison of the two spectra it is easy to discriminate the peaks associated with the ground-state absorption from the ones characterizing the absorption from the excited state. In particular, the peaks related to the ground-state absorption are located at the energies $\omega_{0\rightarrow1} = \epsilon_1 - \epsilon_0 = 0.533$ a.u. corresponding to the transition from the ground ($\epsilon_0 = -2.238$ a.u.) to the first excited state ($\epsilon_1 = -1.705$) and $\omega_{0\rightarrow3} = \epsilon_3 - \epsilon_0 = 0.672$ a.u. corresponding to the third excited state ($\epsilon_3 = -1.566$ a.u.) – the direct excitation of the second excited state is forbidden by symmetry. The solid curves show fingerprints of the population of the first excited state, namely the peaks corresponding to transitions from that first excited state to others: in
Figure 3.2.: Comparison of absorption spectra calculated in different approximations for a one-dimensional Helium model. The filled curves are the spectra for the unperturbed systems while the solid lines are the spectra of the system excited by a laser as in Figure 3.1 resonant with the first allowed optical transition: exact time-dependent Schrödinger equation $\omega_p = 0.533$ a.u. (in blue), EXX $\omega_p = 0.549$ a.u. (in red), and LDA $\omega_p = 0.475$ a.u. (in green). The dashed blue line is the absorption of the system perturbed by a 180 cycle laser and probed at $t = 30.62$ fs, where the population on the excited state is maximal. The lines have been shifted by a vertical constant to facilitate the comparison between results.

In particular, the peak appearing at the low energy $\omega_{1\rightarrow2} = \epsilon_2 - \epsilon_1 = 0.076$ a.u. is associated with the transition from the first excited state $\epsilon_1$ to the second one $\epsilon_2 = -1.629$ a.u..

These spectra contain information that is not contained in the equilibrium ones. For example, let us consider the spectra that would be produced by each single eigenstate, given by the state-dependent dynamical polarizabilities, which may be written in the sum-over-states form as:

$$
\alpha^{(i)}(\omega) = \sum_{j \neq i} \left[ \frac{|\langle \Psi_i | \hat{D} | \Psi_j \rangle|^2}{\omega + (\epsilon_j - \epsilon_i) + i\theta^+} - \frac{|\langle \Psi_i | \hat{D} | \Psi_j \rangle|^2}{\omega - (\epsilon_j - \epsilon_i) + i\theta^+} \right].
$$
The poles of this function provide us with the eigenvalue differences $\epsilon_j - \epsilon_i$; if this value is positive, the corresponding term is associated with a photon-absorption process; if it is negative, with a stimulated emission term. The weight associated with each one of these poles provide us with the dipole coupling matrix elements $\langle \Psi_i | \hat{D} | \Psi_j \rangle$.

During the time evolution, the wavefunction can be expanded on the basis of eigenstates of the unperturbed system $\Psi(t) = \sum_i \gamma_i(t) \Psi_i$. When the system is probed at a certain time $t$, the resulting spectrum can be thought as a linear combination of the spectra produced by each single eigenstate plus interference terms. An analysis of the transient spectrum may therefore provide information about the mixing weights $\gamma_i$, and about excitation energies and dipole couplings between excited states – information that is absent in equilibrium ground-state linear response.

In our case, we find by direct projection of the time-dependent wave function onto the eigenstates, that the system after the pulse is composed mainly of the ground and the first excited state with weights, $|\gamma_0|^2 = |\langle \Psi_0 | \Psi(t) \rangle|^2 = 0.7120$ and $|\gamma_1|^2 = |\langle \Psi_1 | \Psi(t) \rangle|^2 = 0.2876$. The same information can be recovered by comparing the perturbed and the unperturbed spectrum at $\omega_0 \rightarrow 1$. At this energy we only have the contribution coming from $\Psi_0 \rightarrow \Psi_1$ and its inverse $\Psi_1 \rightarrow \Psi_0$. The peak height of the perturbed spectrum after the laser pulse $h_t$ is therefore a combination of the heights associated with the ground $h_0$ and the excited $h_1$ states: $h_t = |\gamma_0|^2 h_0 + |\gamma_1|^2 h_1$. At this energy $h_0 = -h_1$ due to the nature of the transition $1 \rightarrow 0$ the ratio $\alpha = h_t / h_0 = |\gamma_0|^2 - |\gamma_1|^2 = 0.4258$ thus gives direct information on the difference of the mixing weights. Complementing this information with a two-level system assumption $|\gamma_0|^2 + |\gamma_1|^2 = 1$ we obtain $|\gamma_0|^2 = (1 + \alpha)/2 = 0.7129$ and $|\gamma_1|^2 = (1 - \alpha)/2 = 0.2871$ in good agreement with the results calculated by direct projection of the wavefunction.

In Figure 3.3 we display the population weights for two different laser pulses. The red lines correspond to the same laser pulse as in Figure 3.2 while the blue lines pertain to a four times longer laser with the same parameters (intensity, envelope shape and carrier frequency) and 180 optical cycles. For both lasers the populations of both the ground and first excited state at each time almost sum to one, indicating an essential two-level dynamics. In the case of the long pulse we observe a maximum (minimum) of the population over the excited (ground) state at $t = 30.62$ fs. This behavior can be understood in terms of Rabi oscillations (see Section 2.5.2).

A Rabi oscillation is a fluctuation behavior of states occupation occurring due to the
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Figure 3.3.: Exact population on the ground $|\gamma_0(t)|^2 = |\langle \Psi_0 | \Psi(t) \rangle|^2$ (solid lines) and first excited $|\gamma_1(t)|^2 = |\langle \Psi_1 | \Psi(t) \rangle|^2$ (dashed lines) states as a function of time for different laser pulses. In red a 45 cycles pulse with parameters as in Figure 3.2, and in blue a longer 180 cycles pulse with the same parameters.

interaction of an oscillatory optical field in resonance with a two-level system. The occupation probability alternates with the Rabi frequency $\Omega(t) = f(t)\mu_{0\rightarrow1}$, where $\mu_{0\rightarrow1}$ is the dipole transition matrix element between the states and $f(t)$ is the electric field envelope. Extremal points of the populations should be located at times where the pulse area $\Theta(t) = \int_{-\infty}^{t} df(\tau)\mu_{0\rightarrow1}$ is an integer multiple of $\pi$, $\Theta(t) = n\pi$. With the numerically calculated matrix element $\mu_{0\rightarrow1} = 1.11$ a.u. the first maximal population of the excited state is expected at $t = 30.65$ fs, in good agreement with what is observed. The absorption spectrum at this time, as shown in Figure 3.2 (dashed blue line), displays a considerable enhancement at $\omega_{1\rightarrow2}$ and a negative emission peak at $\omega_{0\rightarrow1}$ as expected from a pure excited state.

It is interesting to study the same model with TDDFT instead of with an exact treatment in order to address the performance of available (mainly static) xc-functionals. In Figure 3.2 we display results obtained with TDDFT, employing two different exchange-correlation (xc) functional approximations: exact exchange [229] (EXX) in red, and one-
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dimensional local density approximation [230] (LDA) in green. The calculations were performed in the adiabatic approximation using the same parameters as in the exact case. The laser frequency was tuned to match the first optical transition appearing at: $\omega_P = 0.549$ a.u. for EXX, and $\omega_P = 0.475$ a.u. for LDA.

The unperturbed spectrum (solid curve) provided by EXX is in good agreement with the exact calculation, and the perturbed one qualitatively reproduces the exact result. In particular the new peak appearing at low energy associated with the transition $1 \to 2$ is well represented. In contrast LDA is only capable of reproducing one peak both for the perturbed and unperturbed cases. This is due to the known problem of asymptotic exponential decay of the functional that in this one-dimensional example supports only a single bound excited state.

A common feature of both approximations is constituted by the presence of negative values in the perturbed spectra. This can be tracked down to the lack of memory in the adiabatic xc-functional approximation [231]. The lack or wrong memory dependence in the functional results in slightly displaced absorption and emission peaks associated with the same transition. This fact, analyzed in the light of Eq. (3.1), results, at the transition energy, in a sum of two Lorentzian curves with different sign and slightly different centers. This explains why we get two inverted peaks where we should have only a single one going from positive to negative strength as we populate the excited state – as shown by the exact (blue) curves in Figure 3.2.

3.2. Helium Atom in 3D

In this section we study the real Helium atom. We employed the EXX functional and discretized TDDFT equations on a spherical box of radius $R = 14$ a.u., spacing $\Delta x = 0.4$ a.u. and absorbing boundaries 2 a.u. wide.

3.2.1. Transient Absorption Spectroscopy

We begin by investigating the changes in absorption of He under the influence of an external UV laser field driving the system with the frequency of the first dipole-allowed excitation. To this end we used a 45 cycle $\sin^2$ laser pulse in velocity gauge with carrier $\omega_P = 0.79$ a.u. resonant with the $1s^2 \to 1s2p$ transition, of intensity $I = 2.6 \times 10^{12}$ W/cm$^2$. 
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polarized along the $x$-axis. In Figure 3.4 we show a comparison of the absorption spec-
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Figure 3.4.: Comparison of the absorption spectra of unperturbed (filled curve) and perturbed He atom probed at $\tau = 5.32$ fs (solid line) and after the end of the pulse $\tau = 8.68$ fs (dashed line). The spectrum range is below the ionization threshold. The atom is excited by a 45 cycle $\sin^2$ envelope laser pulse polarized along the $x$-axis with carrier $\omega_P = 0.79$ a.u. resonant with the first optical transition, intensity $I = 2.6 \times 10^{12}$ W/cm$^2$.

trum for the unperturbed atom (filled curve) and the perturbed one probed with a delta perturbation (i) during the excitation at $\tau = 5.32$ fs (solid line) and (ii) right after the pump pulse at $\tau = 8.68$ fs (dashed line). The comparison presents many traits similar to the ones discussed in Section 3.1 for the one-dimensional Helium model. In particular, fingerprints of the population of the first excited state can be observed in the appearance of a peak in the gap at $\omega_{2p \rightarrow 3s} = 0.10$ a.u. associated with the transition $1s2p \rightarrow 1s3s$. The second peak, associated with the transition $1s^2 \rightarrow 1s2p$, presents height changes correlated with the former one. We also obtain the small artifacts, such as the energy shifts and the negative values attributed to the xc-kernel memory dependence discussed previously which hinder a population analysis similar to what performed for exact 1D He model. Additional details on the excitation process can be acquired by expanding
the time dimension of the absorption spectrum. In Figure 3.5 the time resolved absorption spectrum (TAS) map is displayed. The map was produced by probing the system at different time delays. As the delay is increased we observe the build-up of the peak associated with the state being pumped by the laser pulse at $\omega_{2p\rightarrow 3s}$. This changes are reflected in the oscillations of the ground state first optical peak at $\omega_{1s\rightarrow 2p}$. In TDDFT the knowledge of the wavefunction is lost in favor of the density, which does not allow us to do a population analysis based on simple wave function projection. For this reason a population analysis, that would require a projection of wavefunctions is not a simple task. The transient absorption spectrum, on the other hand, is an explicit density functional, and its computation with TDDFT may help us to understand the evolution of the state populations. The peak appearing in the gap presents a maximum at $\tau = 5.39$ fs that emerges before the end of the pump pulse ($\tau = 8.68$ fs). This peak is associated only with the transition from the $1s2p \rightarrow 1s3s$ and therefore its height is proportional to the $2p$ excited state population. The oscillation can then be interpreted in terms of Rabi physics as discussed in Section 3.1.
3.2. Time-Resolved Photo-Electron Spectroscopy

Figure 3.6.: Helium transient photoelectron spectrum in logarithmic scale. The pump laser (upper panel) is the same as in Figure 3.4 and the probe is a 40 cycles trapezoidal laser pulse with 8 cycles ramp, $\omega_p = 1.8$ a.u., $I = 5.4 \times 10^9$ W/cm$^2$ aligned with the pump pulse.

Further insight can be achieved investigating the photoemission properties of the system. In Figure 3.6 we show the TRPES map, as calculated in a pump-probe set up. Photoelectrons are calculated with the technique outlined in Section 2.4.6. The pump pulse is the same as the one employed for TAS. The probe is a 40 cycles trapezoidal laser pulse (8 cycles ramp) with carrier frequency $\omega_p = 1.8$ a.u., intensity $I = 5.4 \times 10^9$ W/cm$^2$, polarized along the x-axis and is weak enough to discard non-linear effects. We performed a scan for different time delays, measuring each delay as the difference from the probe center to the beginning of the pump. Negative delays correspond to the situation where the probe precedes the pump. Moreover, in order to include all the relevant trajectories a spherical box of $R = 30$ a.u. was employed, and photoelectrons were recorded only during the up-time of the probe pulse.

The TRPES map in Figure 3.6 shows three main features at $E_1 = 0.66$ a.u., $E_2 = 0.88$ a.u. and $E_3 = 1.67$ a.u. In our case the probe pulse is weak, and photoelectrons
escaping the system undergo photoelectric-effect energy conservation. A bound electron can absorb a single photon and escape from the atom with a maximum kinetic energy $E = \omega_p - I_P$, where $\omega_p$ is the probe carrier frequency and $I_P$ is the field-free ionization energy. The ionization potential can be evaluated in DFT as the negative energy of the highest occupied KS orbital (HOMO) $I_P = \epsilon_{2s} = 0.92$ a.u. [232]. Thus the peak appearing at $E_2$ is energetically compatible with photoelectrons emitted from the 2s level: $E_2 = \omega_p - I_P$. Consistently, this peak is the only one appearing at negative delays where the pulses do not overlap. Moreover, the peak strength is weakly varying with the delay while slightly shifting towards lower values around 3 fs in accordance with TAS findings. At about the same delay time the peak at $E_3$ begins to emerge. This peak corresponds to emission from the pump-excited 2p state $E_3 = \omega_P + \omega_p - I_P$. It is a process where the atom, initially in the ground state, absorbs a photon from the pump and gets excited to the 2p bound state. The subsequent absorption of a probe photon frees the electron into the continuum. The peak at $E_1$ is understood in terms of pump photons only: $E_3 = 2\omega_P - I_P$. The ionization mechanism shares the first step with the $E_3$ process, namely a $2s \rightarrow 2p$ excitation produced by the absorption of a $\omega_P$ photon. In the second step the electron is directly excited to a continuum state by the absorption of a second $\omega_P$ photon. In the linear regime, the direct photoionization cross-section decays exponentially with energy [233]. For this reason and due to the disparity in intensity between pump and probe this ionization channel is by far the most favorable one.

In direct photoemission processes, the photoelectron angular distribution (PAD) contains information about the electronic configuration of the ionized state [234]. In order to support the energetic arguments PADS $P(\theta, \phi, E)$ at $\tau = 8.99$ fs are presented in Figure 3.7 (a), (b), (d) together with cuts on TRPES map at $\tau = 0$ fs and $\tau = 8.99$ fs (b). For each energy marked in Figure 3.7 (c) we perform spherical cuts of the photoemission probability on energy shells at $E = E_1, E_2, E_3$. Each cut is then plotted in polar coordinates with $\theta$ being the angle from the z-axis and $\phi$ the angle in the xy-plane measured from the x-axis. Intersection of the lasers polarization axis with the sphere are marked with a white cross.

Figure 3.7 shows clearly that photoelectrons at $E_1$ (a) and $E_3$ (d) have similar nature compared to $E_2$ (b), in agreement with the energy analysis. Electrons emerging with a kinetic energy of $E_2$ are emitted from a 2s state, and symmetry of the orbital is imprinted in the photoelectrons angular distribution. In order to understand the PAD features it
3.2. HELIUM ATOM IN 3D

Figure 3.7.: Energy- and angular- resolved photoelectron spectra for Helium at fixed delay $\tau = 8.99$ fs. Panel (c) displays a logarithmic scale PES $P(E)$ comparison at fixed delays $\tau = -1.69$ fs (red) and $\tau = 8.99$ fs (green). The other panels depict normalized PADs $P(\theta, \phi, E)$ with polar coordinates referred to axis $z$ at fixed delay $\tau = 8.99$ fs and energy: (a) $E_1 = 0.66$ a.u., (b) $E_2 = 0.88$ a.u., and (d) $E_3 = 1.67$ a.u.. White crosses mark the intersection between the probe polarization axis and the cutting sphere.

must be taken into account that $2s$ electrons are perturbed by a laser with a specific polarization direction that breaks the rotational symmetry. The laser transfers maximal kinetic energy along directions parallel to the polarization and minimal along the perpendicular plane and, if non-linear effects can be discarded, it induces a geometrical factor of the form $|A \cdot p|$ where $A$ is the polarization direction and $p$ the electron momentum. For this reason electrons emitted along $\phi = 90^\circ$, and $270^\circ$ are strongly suppressed, and panel (b) is compatible with the spherical symmetry of a $2s$ state.

In panel (a) electrons are excited to a $p$ state and then ejected into the continuum by the absorption of two pump photons. The PAD displays marked emission maxima for the direction aligned with the laser polarization (indicated by white crosses). The extension
in $\theta$ is narrower compared with the 2s emission in panel (b), which is consistent with the ionization from a $p_x$ orbital. Of the three degenerate $p$ orbitals the $p_x$ is the one producing the strongest response. Signatures of $p_y$ and $p_z$ response can be identified in the non vanishing PAD on the $yz$-plane around $\phi = 90^\circ$ and $270^\circ$. Such perpendicular response indicates a degree of non-linearity induced by the pump. Similar considerations hold for panel (b) where the $p$ state excited by the pump is probed with $\omega_p$. As before the emission is mainly from a $p_x$ state.

3.3. Ethylene Molecule

In this section we extend our calculations to the treatment of the Ethylene molecule ($C_2H_4$) and show how these techniques permit to study the time-dependence of molecular electronic states. In particular we report on the clear observation of a strong $\pi \rightarrow \pi^*$ transition. In order to have a good description of states close to the ionization threshold we employed the asymptotically correct LB94 xc-functional in the adiabatic approximation [191]. We choose the molecular plane to be in the $xy$-plane with carbon atoms at coordinates $(\pm1.26517,0,0)$ a.u. and hydrogens at $(\pm2.33230,1.75518,0)$ a.u. and $(\pm2.33230,-1.75518,0)$ a.u.. The ion positions are held fixed during the time evolution. Norm-conserving Trouiller-Martin pseudopotentials (see Section 2.4.1.2) are employed to describe the core electrons of Carbon. Moreover TDDFT equations are numerically integrated on a spherical grid with spacing $\Delta x = 0.3$ a.u., radius $R = 16$ a.u. and 2 a.u. wide absorbing boundaries.

3.3.1. Transient Absorption Spectroscopy

We perturb the system with a 15 cycles (3 cycles ramp) trapezoidal laser pulse with carrier frequency $\omega_p = 0.297$ a.u. and intensity $I = 1.38 \times 10^{11}$ W/cm$^2$ polarized in the direction of the $x$-axis. The laser frequency and the polarization direction are suited to excite mainly the molecular $\pi \rightarrow \pi^*$ transition. The absorption spectrum of the excited molecule probed after the pulse (see Figure 3.8) shows the emergence of a peak associated with the population of the $\pi^*$ state. Optical transitions from this excited state to high lying bound states occur at energies lower than the HOMO-LUMO gap as illustrated by the scheme in Figure 3.8. Effects of the lack of memory in our xc-potential can be observed in the shifts of the peaks with respect to the known excitations of the
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Figure 3.8.: Comparison of the absorption spectra of unperturbed (filled curve) and perturbed (solid line) Ethylene molecule below the ionization threshold. The molecule is excited by a 45 cycle $\sin^2$ envelope laser pulse polarized along the $x$-axis with carrier frequency $\omega_p = 0.297$ a.u. of intensity $I = 1.38 \times 10^{11}$ W/cm$^2$.

unperturbed system. The characteristic excitations of a many-body system should not depend on the perturbation, unless we are in a strong light-matter coupling regime.

The build up of the transient spectrum as a function of time is shown in Figure 3.9. In comparison with the case of He discussed in Section 3.2 the TAS map does not display any maxima during the pump time lapse due to the envelope area not having crossed $\pi$ by the end of the pulse. A pulse with larger area would reveal the first Rabi oscillation.

3.3.2. Time-Resolved Photo-Electron Spectroscopy

The TRPES map is presented in Figure 3.10. Calculations were performed in a box of radius $R = 30$ a.u. and the probe pulse is equal to the one used for the Helium atom in Section 3.2, namely a 40 cycles (8 cycles ramp) trapezoidal pump at $\omega_p = 1.8$ a.u. and $I = 5.4 \times 10^9$ W/cm$^2$, but polarized along the $z$-axis. The choice of the polarization
direction is important since, as we shall show, the spectra may reveal geometrical features that depend on it.

The TRPES displays a behavior similar to the one discussed in Section 3.2. A set of constant crests can be observed in the energy range between 0.8 a.u. and 1.5 a.u.. These are the peaks associated with electrons residing in the ground-state and ejected by the probe pulse. In particular the peak at $E_2 = 1.37$ a.u. corresponds to the emission from the $\pi$ HOMO $E_2 = \omega_p - \epsilon_\pi$, with $\epsilon_\pi = 0.43$ a.u.. The $\pi$ orbital is localized on the Carbon atoms with two density lobes lying in the $xz$-plane and nodes in the $xy$-plane (refer to Figure 3.11 (a) for geometrical visualization). A probe laser orientation along $y$ should suppress electrons on $xy$-plane perpendicular to its polarization and therefore the PAD $P(\theta, \phi, E_2)$ in Figure 3.11 (c) for $\theta = 0^\circ$ is diminished also due to geometrical reasons. The signature of a $\pi$ symmetry can be clearly observed in the oscillations with $\phi$ presenting maxima at $\phi = 90^\circ$ and $270^\circ$ along the plane perpendicular to $x$ that indicates a concentration along the $C - C$ bond axis, and minima for $\phi = 0^\circ$ and $360^\circ$ consistent with a depletion in the direction of each carbon atom.

Separated by a probe photon $\omega_P$ at $E_3 = \omega_p + \omega_P - \epsilon_\pi = 1.67$ a.u. we find photoelectrons
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Figure 3.10.: Logarithmic scale TRPES for C\textsubscript{2}H\textsubscript{4}. The molecule is probed at different delays with a 40 cycles trapezoidal laser pulse with 8 cycles ramp, $\omega_p = 1.8$ a.u. and $I = 5.4 \times 10^9$ W/cm\textsuperscript{2} polarized along the $z$-axis perpendicular to the pump. The pump laser (upper panel) is the same as in Figure 3.9.

...ejected from the $\pi^*$ state. The intensity of the peak steadily increases in time accordingly to what is observed with TAS. Compared with $\pi$, the $\pi^*$ orbital presents additional nodes on the plane perpendicular to the molecular bond and a field polarized along $z$ is sensible to this kind of geometry. The PAD $P(\theta, \phi, E_3)$ in Figure 3.11 (e) displays strong suppression of electrons along the $yz$-plane at $\phi = 90^\circ$ and $270^\circ$ and therefore presents a clear manifestation of photoemission from a $\pi^*$ state.

Slow electrons ejected at $E_1 = 2\omega_p - \epsilon_\pi = 0.16$ a.u. gradually increase and become the predominant ionization channel. The emergence in time of multi-photon peaks separated by $\omega_p$ indicates that the pump is strong enough to trigger non-linear effects. These electrons are ejected after the simultaneous absorption of pump photons. Electrons at $E_1$ reach the continuum with an $\omega_p$ photon after the molecule has been excited to a $\pi^*$ state by another $\omega_p$ photon. PAD should therefore carry again signs of $\pi^*$ symmetry.

It must be noted, that in this case, $\pi^*$ electrons are probed with the pump itself, and therefore the laser polarization is along $x$. As already discussed in the previous section,
Figure 3.11.: Angular- and energy-resolved photoelectron spectra for C$_2$H$_4$ at two fixed delay times. Panel (a) shows the geometry of the process: $\mathbf{p}$ indicates the photoelectron direction, $\mathbf{A}$ is the pump polarization vector, and $\mathbf{A}_p$ the probe one. Panel (d) shows the logarithmic scale PES $P(E)$ for $\tau = -1.69$ fs (red) and $\tau = 3.63$ fs (green). The other panels depict normalized PADs $P(\theta, \phi, E)$ at $\tau = 3.63$ fs and energies marked in (d): (b) $E_1 = 0.16$ a.u., (c) $E_2 = 1.37$ a.u. and (e) $E_3 = 1.67$ a.u.. White marks indicate the position of the probe polarization vector (c), (e) (at the corners) and the pump one (b) on the sphere.
the laser polarization carries a geometrical factor of the form $\mathbf{A} \cdot \mathbf{p}$ with $\mathbf{A} = A\mathbf{x}$, that introduces a suppression along the $yz$-plane ($\phi = 90^\circ, 270^\circ$). Unfortunately, this plane is precisely where the $\pi^*$ photoemission minima should lie. For this reason PAD $P(\theta,\phi,E_3)$ in Figure 3.11 (b) is not suited to clearly discern a $\pi$ from a $\pi^*$ symmetry, and the suppression for $\theta = 0^\circ$ along the $xy$-plane is compatible with both structures.

### 3.4. Conclusions

In this chapter we studied the problem of describing ultrafast (attosecond scale) time-resolved absorption and photoemission in finite systems with TDDFT. After having presented the theory and discussed its implementation in Sections 2.2 and 2.4.6, we demonstrated that TDDFT can be successfully employed in the task of describing the dynamics of electronic excited states in atoms and molecules. We illustrated this with three applications: the one-dimensional Helium model, the three-dimensional Helium atom and the Ethylene molecule.

We studied the one-dimensional Helium atom perturbed by an external time dependent field exactly, by solving the time-dependent Schrödinger equation. We showed how it is possible to recover information about state populations through a comparison of the perturbed and unperturbed absorption cross-sections, and that the population evolution in time can be described in terms of Rabi physics. We then performed TDDFT calculations on the same model, and we may conclude that the results obtained with the EXX potential are in good agreement with the exact solution, although small artifacts appear due to the incorrect description of the functional memory dependence.

Furthermore we investigated the Helium atom in a more realistic three-dimensional treatment using the EXX functional. We performed resonant pump-probe calculations monitoring both absorption and photoemission properties of the excited atom. TAS turned out to be a sensible tool to monitor the build-up of the excited state, allowing us to observe Rabi oscillations as a function of the time delay between pump and probe. TRPES also allowed the characterization of the excitation process in time. However, due to a dominant ionization channel associated with sequential two (pump) photons absorption, the information about the excited state population was less apparent. Nonetheless the PAD, being an observable sensitive to the geometrical arrangement of the ionized state, is a useful tool to discern the nature of each photoelectron peak. As a final example we
considered the case of the Ethylene molecule, to study the time evolution of a $\pi \rightarrow \pi^*$ transition. The PAD for ejected electrons offered clear evidence that the states taking part in the process were indeed of $\pi$ and $\pi^*$ nature.

The theoretical framework that we have developed is a useful tool to understand and control non-equilibrium electronic dynamical processes in nanostructures and extended systems. New emergent properties of matter in the strong-coupling regime could appear that might give rise to new technological developments. Furthermore, monitoring electron and ion dynamics provides fundamental insights into structure (i.e. time-resolved crystallography) and chemical processes in biology and materials science (e.g. for energy applications). There is plenty of room for new and fascinating discoveries about the behavior of matter under out-of-equilibrium conditions.

Still, from the fundamental point of view, there is a clear need for the development of non-adiabatic exchange and correlation functionals able to provide a reliable description of non-equilibrium processes and strong light-matter interaction. Clearly, the methods presented here will automatically benefit from any theoretical advance in this direction. Conversely, the developers of new functionals may take into account the correct description of pump-probe experiments as a useful quality test.
In the previous chapter, we showed how to simulate pump-probe photoelectron and absorption spectroscopy on the attosecond time scale with the help of TDDFT and pointed out some aspects of how the extra degrees of freedom (pump-pulse duration, intensity, frequency and delay-time), that are absent in a conventional steady-state experiment, provide additional information about the electronic structure and dynamics of a system.

In this chapter we take a more detailed look at the origin of spectral excited-state features. We particularly pay close attention to the shape of the absorption/emission peaks. The idea is to first understand the effect of electronic excitations on the spectrum of a species and with this knowledge be able to manipulate its spectral properties. Applying this knowledge to the visible range, one possible application is to selectively change and control the colour of molecular systems. In this chapter we present the concept and demonstrate calculations for the analytically solvable Hydrogen. We start with a detailed analysis of the features of excited-state spectra and the changes in the spectrum, that can
be obtained by a laser excitation and continue to discuss the topic of laser control. As an application we finally show how we tailor a pulse to manipulate the colour of Hydrogen. In the next chapter we continue with the topic of control and show how to use TDDFT to control spectral properties of molecules in the visible.

### 4.1. Excited State Spectroscopy

In Section 2.2.5 we have developed the generalized Lehmann representation of the polarizability tensor $\alpha_{\mu\nu}[\mathcal{E}](\omega,\tau)$ of an arbitrary excited-state and in Section 2.3 introduced the concept of states with finite life times and the resulting line shapes. For an excited state spectrum where each peak is subjected to Lorentzian broadening, we found the diagonal elements of the polarizability tensor to be

$$\alpha_{\mu\mu}[\mathcal{E}](\omega,t_0+\tau) = \sum_{jkm} d^\mu_{jm} d^\mu_{mk} |\gamma_j| |\gamma_k| \left\{ \frac{e^{i\Theta_{kj}(\tau)}(\omega + \omega_{jm} - i\Gamma)}{(\omega + \omega_{jm})^2 + \Gamma^2/4} - \frac{e^{-i\Theta_{kj}(\tau)}(\omega - \omega_{jm} - i\Gamma)}{(\omega - \omega_{jm})^2 + \Gamma^2/4} \right\} \right.$$  \hspace{1cm} (4.1)

with the dipole-matrix elements

$$d^\mu_{jm} = \langle \Phi_j | \hat{D}_\mu | \Phi_m \rangle,$$ \hspace{1cm} (4.2)

and the time-dependent phase

$$\Theta_{kj}(\tau) = \varphi_j - \varphi_k - \omega_{kj} \tau,$$ \hspace{1cm} (4.3)

where $\{\varphi_i\}$ are the phases of the expansion coefficients $\{\gamma_i\}$ of the wave function at time $t_0$ at the end of the pump in the eigenbasis of the time-independent Hamiltonian $\hat{H}$

$$|\Psi(t_0)\rangle = \sum_{j=1}^{\infty} \gamma_j |\Phi_j\rangle = |\gamma_j| e^{i\varphi_j} |\Phi_j\rangle, \quad \hat{H} |\Phi_j\rangle = \varepsilon_j |\Phi_j\rangle$$  \hspace{1cm} (4.4)
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and where

\[
\omega_{kj} = \varepsilon_j - \varepsilon_k, \quad (4.5)
\]

\[
\tau = t - t_0. \quad (4.6)
\]

We found, that based on the polarizability tensor (4.1), the average absorption coefficient takes the form

\[
\bar{\sigma}(\omega_0 + \tau) = \frac{4\pi\omega}{3c} \sum_{\mu j \mu k m} \sum_{\mu j \mu k m} |d_{\mu j m}| |d_{\mu k m}| \gamma_j \gamma_k \left\{ \cos(\Theta_{kj})L(\omega - \omega_{jm}) + \sin(\Theta_{kj})R(\omega - \omega_{jm}) \right. \\
- \cos(\Theta_{kj})L(\omega + \omega_{jm}) + \sin(\Theta_{kj})R(\omega + \omega_{jm}) \left\} 
\]

which can be divided into its time- and phase-independent equilibrium contributions:

\[
\bar{\sigma}^{\text{EQ}}[\gamma^+](\omega_0 + \tau) = \frac{4\pi\omega}{3c} \sum_{\mu j} |\gamma_j|^2 \left\{ \sum_{j < m} |d_{\mu j m}|^2 L(\omega - \omega_{jm}) - \sum_{j > m} |d_{\mu j m}|^2 L((\omega + \omega_{jm}) \right\}, \quad (4.8)
\]

and its interference terms:

\[
\bar{\sigma}^{\text{IN}}[\gamma^+](\omega_0 + \tau) = \sum_{j \neq k; m} |d_{\mu j m}| |d_{\mu k m}| \gamma_j \gamma_k \left\{ \cos(\Theta_{kj}(\tau))L(\omega - \omega_{jm}) + \sin(\Theta_{kj}(\tau))R(\omega - \omega_{jm}) \right. \\
- \cos(\Theta_{kj}(\tau))L(\omega + \omega_{jm}) + \sin(\Theta_{kj}(\tau))R(\omega + \omega_{jm}) \left\} , \quad (4.9)
\]

where the Rayleigh line shape is defined as

\[
R(\bar{\omega}) = \frac{\bar{\omega}}{\bar{\omega}^2 + \Gamma^2/4} \quad (4.10)
\]

and the Lorentzian line shape is defined as

\[
L(\bar{\omega}) = \frac{\Gamma/2}{\bar{\omega}^2 + \Gamma^2/4}. \quad (4.11)
\]

Recalling the main conclusions of this analysis, we found that

- The positions of the excitation peaks are fixed at the many-body transition energies.
• The spectral weights of the peaks depend on the laser and on the delay $\tau$ between pump and probe pulse; peaks can be positive or negative depending on whether the rate of absorption is larger than the rate of stimulated emission or vice-versa.

• If the pump leaves the system in a non-stationary state, the spectral weights oscillate as a function of time. The involved frequencies correspond to the differences of the eigenenergies of the eigenstates occupied in the non-stationary state.

• For stationary states, the imaginary part of the polarizability tensor consists of peaks with Lorentzian shape, while the real part consists of peaks with Rayleigh shape.

• For non-stationary states, the spectrum can be divided into an equilibrium and an interference contribution. The equilibrium contribution is time-independent and its line shapes are always Lorentzians. In the interference part, the phase $\Theta(\tau)$ mixes real and imaginary parts of the polarizability tensor, resulting in a spectrum, where peak shapes are a combination of Lorentzians and Rayleigh shapes. Since $\Theta(\tau)$ is periodic in $\tau$, so is the average absorption coefficient.

• The shape of the terms in the interference term is governed by the laser through the initial phases $\{\varphi\}_i$ and through the delay.

• If continuum states are involved in the process, an additional influence on the lineshapes can appear.

In the following we demonstrate these conclusions using the example of Hydrogen, which is analytically solvable and compare the analytic solutions to a numerical treatment using the real-space code octopus. This enables us to address the issue of numerical convergence when dealing with excited states. As example state, we will use a state, that is a linear combination of $|2p_z\rangle$ and $|3p_z\rangle$ state:

$$|\Psi_T\rangle = e^{i\varphi_{2p_z}} \sqrt{\alpha} |2p_z\rangle + \sqrt{1-\alpha} e^{i\varphi_{3p_z}} |3p_z\rangle = \sqrt{\alpha} |2p_z\rangle + \sqrt{1-\alpha} e^{i\varphi_{3p_z}} |3p_z\rangle$$

(4.12)

with fixed $\alpha = 0.4$ and variable $\varphi$, i.e.

$$\gamma_i = \begin{cases} 
\sqrt{0.4} & i = 2p_z \\
\sqrt{0.6} e^{i\varphi_{3p_z}} & i = 3p_z \\
0 & \text{else} 
\end{cases}$$

(4.13)
First we demonstrate the change from Lorentzian to Rayleigh peaks for the analytic solution. We then compare analytic and numerical treatment and discuss the issue of convergence. For the numerical solution, we proceed to show a 2D-spectrum of $\Psi_T$ in dependence of the delay $\tau$ demonstrating the oscillating behaviour of the spectrum. Finally, we show how these oscillations translate to a periodic change of colour.

### 4.1.1. Converting Lorentzians Into Rayleigh Resonances and Viceversa

First we demonstrate the influence of the phase $\varphi_{32}$ on the shape of the spectral peaks. For this, we use the average absorption (4.7) obtained from the generalized Lehmann representation of the polarizability tensor together with analyticly obtained dipole-transition matrix elements and eigenenergies. In this subsection we are not explicitly interested in the time-dependence, therefore we set the delay $\tau = 0$, assuming the probe laser to come directly at the end of the pump. This results in the phase $\Theta_{kj} = \varphi_j - \varphi_k$. We denote this by writing $\bar{\sigma}(\omega, t_0 + \tau) = \bar{\sigma}(\omega, \Theta)$. Note, that we do so in order to focus attention on the phase without taking care of the question about its origin. Later on, we will discuss, how this phase is a function of the pump laser and how it changes with the delay $\tau$. For $\Psi_T$ as defined in Eq. (4.12), the equilibrium contribution to the spectrum is:

$$\bar{\sigma}^{EQ}(\omega) = 0.4\bar{\sigma}_{2p}(\omega) + 0.6\bar{\sigma}_{3p}(\omega),$$

and the interference term:

$$\bar{\sigma}^{IN}(\omega, \Theta) = 0.4 \cdot 0.6 \cdot \frac{4\pi \omega}{3c} \left[ \sum_m d_{2p,m} \sum_{m,3p} \left\{ \cos \varphi_{32} L(\omega - \omega_{3p,m}) + \sin \varphi_{32} R(\omega - \omega_{3p,m}) \\
- \cos \varphi_{32} L(\omega - \omega_{3p,m}) + \sin \varphi_{32} R(\omega - \omega_{3p,m}) \right\} \\
+ \sum_m d_{2p,m} \sum_{m,3p} \left\{ \cos \varphi_{32} L(\omega - \omega_{2p,m}) - \sin \varphi_{32} R(\omega - \omega_{2p,m}) \\
- \cos \varphi_{32} L(\omega - \omega_{2p,m}) - \sin \varphi_{32} R(\omega - \omega_{2p,m}) \right\} \right].$$

Note the change in the sign of the Rayleigh terms in both sums.

---

§The results presented in this section form part of [235].
Fig. 4.1 shows the different contributions and the resulting complete spectrum for the phases \(\varphi_{32} = 0\), \(1/2\pi\), \(\pi\) and \(3/2\pi\), which are the cases, where the interference term is either of purely Lorentzian (\(\varphi_{32} = 0\) and \(\pi\)) or of purely Rayleigh shape (\(\varphi_{32} = 1/2\pi\) and \(3/2\pi\)). The shaded areas show the weighted stationary-state contributions (red shows \(\bar{\sigma}_{2p}\), blue shows \(\bar{\sigma}_{3p}\)), the dotted line shows the interference terms and the solid line the final absorption coefficient. The energy range shown includes the transitions from \(n = 2\) to all higher states and from \(n = 3\) to all higher states and to \(n = 2\). Transitions to the ground state lie outside of the shown region.

As can be seen from Eq. (4.7), interference terms require the existence of eigenstates \(\Phi_m\).
which are dipole-coupled to both $\Phi_{2p}$ and $\Phi_{3p}$. This is the case for s- and d-orbitals. 
This means, that for example for Hydrogen in a linear combination of the states $\Phi_{2s}$ and $\Phi_{4f}$, all the interference terms are zero. Let us look a bit closer at the structure of the interference terms. We start with the interference term at the energy $\omega_{23}$: It has contributions from terms with $m = 2s$, $m = 3s$ and $m = 3d$. All contributions have different prefactors and the contribution of the 2s-state has the opposite sign of the contributions of the 3s and 3d states. For the other peaks, one can wonder, why the interference terms are so much smaller at energies $\omega_{3n}$ than their counterparts at the energies $\omega_{2n}$. Looking at Eq. (4.15), one sees, that in fact, the height of the interference peaks of the response function is the same for each set of peaks $\omega_{2n}$ and $\omega_{3n}$ with the same state $n$. The difference comes purely from the factor $\frac{4\pi\omega_n}{3c}$. Furthermore it is interesting to note, that the sign of the Rayleigh contributions is opposite in these pairs of peaks. This variation in the amplitude of the interference terms has the following consequences for the change of the overall spectrum:

At the transition energies $\omega_{3n}$, the spectrum has positive contributions from $\bar{\sigma}_{3p}$, and contributions from the interference terms, but since the interference terms are much smaller than $\bar{\sigma}_{3p}$, the spectrum changes only slightly for different $\varphi$'s. This is different for the peaks at energies $\omega_{2n}$. Here, the photoabsorption spectrum has positive, phase-independent contributions from $\bar{\sigma}_{2p,\omega}$, but the contributions from the interference terms are much larger and dominate the spectrum leading to a strong dependence of the spectrum in this energy range on the phase $\varphi_{23}$. For $\varphi_{32} = 0$ and $\varphi_{32} = \pi$, $\cos \varphi_{32} = 1$ and $\sin \varphi_{32} = 0$, therefore $\bar{\sigma}^{IN}(\omega, \Theta)$ only contains Lorentzian peaks and consequently the whole spectrum only contains Lorentzians. Nevertheless, $\bar{\sigma}^{IN}(\omega, \Theta)$ changes sign between $\varphi_{32} = 0$ and $\varphi_{32} = \pi$, switching the sign of all peaks $\omega_{2n}$. This is a demonstration of, how the manipulation of the internal phase $\varphi$ can lead to a switch from gain to loss regime and vice versa. Finally, for $\varphi_{32} = 1/2\pi$ and $\varphi_{32} = 3/2\pi$, the interference spectrum contains purely Rayleigh shaped peaks. Together with the small contributions from the stationary-state contributions, the final spectrum consists of slightly asymmetric Rayleigh peaks, again with different signs for $\varphi_{32} = 1/2\pi$ and $\varphi_{32} = 3/2\pi$. We can therefore not only change peaks from emission to absorption peaks, we can also manipulate their resonance shape.
Figure 4.2.: Average photoabsorption coefficient $\bar{\sigma}$ of $|\Psi_T\rangle = \sqrt{0.4}|2p_z\rangle + \sqrt{0.6}|3p_z\rangle$ of Hydrogen. Analytic result including states up to $n = 9$ (shaded) in comparison to (top) numerical results (solid lines) obtained through the generalized Lehmann representation with numerically obtained eigenenergies and dipole matrix elements for boxes with radii $r = 30$ (blue), $r = 45$ (black) and $r = 60$ a.u. (red) and to (bottom) numerical results obtained through the generalized Lehmann representation (solid line) and through time-propagation (dashed), both in a box with $r = 60$ a.u.. The shaded blue area indicates the visible range of the spectrum (350 nm - 750 nm).

4.1.2. Convergence Tests

Whilst in the case of Hydrogen many calculations can be done analytically, this is not true for general systems, where results have to be obtained numerically. Even some time-dependent calculations of Hydrogen have to be done analytically due to many excited states being involved. To put our work on a general equal footing, in the following we make the transition from analytic results to numerical simulations. It is therefore important to look at the numerical accuracy, that can be achieved. The main complication of calculations, that involve excited states, is the need of an increased basis set. If one uses
codes which employ orbital basis sets, one has to use more basis functions. In contrast, if one uses a real space grid, one has to take into account, that excited states are more delocalized than the ground state, and increase the size of the simulation box.

Figure 4.2 shows a comparison of the average photoabsorption coefficient $\bar{\sigma}$ of the test state $|\Psi_T\rangle$, once obtained analytically, once obtained numerically. The exact solution was obtained from the generalized Lehmann representation with analytic eigenenergies and dipole matrix elements, including states with main quantum number up to $n = 9$, corresponding to a basis set of 285 states. In the upper panel we show a comparison of the analytic solution with results, that were obtained using the generalized Lehmann representation in combination with eigenenergies and dipole matrix elements for the first 100 states ($\approx n = 6$) in a spherical simulation box with radii $r = 30$ a.u., $r = 45$ a.u. and $r = 60$ a.u.. As comparison, a calculation of the ground state density converges with $r = 10$ a.u.. Here, two effects can be seen, one due to the number of states used, one due to the size of the simulation box.

The first effect is the smaller set of basis functions (100 states for the numerical calculation in comparison to 285 states for the analytic calculation). Since only states with main quantum number $n \leq 6$ are included in the numerical calculation, transitions to higher peaks do not appear in the numerically obtained spectrum, whilst they are present in the analyticly obtained spectrum.

The second effect is due the size of the simulation box. If a state does not fit freely into the box, it is squeezed and its energy increases. Since the effect is stronger for higher lying states, in general peaks, that are effected by the box, get shifted to higher energies with smaller box sizes. Let’s look at which box size is needed to correctly describe the shown transitions. In a box of radius $r = 30$ a.u. the states with main quantum number $n = 2$ and $n = 3$ are described correctly, whilst states with $n \geq 4$ are not. Therefore the transition peak $2 \rightarrow 3$ is located at the correct energy. Whilst all peaks describing transitions to states with $n \geq 4$ are shifted upwards. In a box of radius $r = 45$ a.u., states with $n$ up to 4 are described correctly, so the $n = 4$ peaks $2 \rightarrow 4$ and $3 \rightarrow 4$ are located at the correct positions and the heights are reproduced. Finally, a box with radius $r = 60$ a.u. describes peaks including states up to $n = 5$ correctly in position and height, whilst any transition including states with main quantum number $n \geq 6$ is not described correctly any more for radii smaller than 60 a.u.. Unfortunately, this is roughly the computational limit for 3D calculations. Since our goal is to correctly
describe spectral properties in the visible and the whole Balmer series of transitions from \( n = 2 \) lies in the visible, we in principle have to correctly describe orbitals with arbitrarily high main quantum numbers, which is obviously not possible. Nevertheless, as one can see in Figure 4.2, transitions to states with \( n = 6 \) have already very small peaks in comparison to peaks involving only lower lying orbitals. Therefore we content ourselves with a box size of radius \( r = 60 \) a.u., knowing that we can correctly describe the spectrum of peaks with main quantum number \( n \) up to 5. Nevertheless, we still include states with \( n \) up to 6 in our calculations. States with higher quantum numbers are not included in the basis set.

Finally we compare the results obtained numerically through the Lehmann representation in a box of \( r = 60 \) a.u. with the average absorption coefficient obtained from a time-dependent propagation in the same box with absorbing boundary conditions. Absorbing boundaries of width \( w = 20 \) a.u. were used. The result is shown in the bottom panel of Figure 4.2. Due to the absorbing boundaries, we can only describe peaks including states with \( n \) up to 4. Similar to the results obtained with the help of the Lehmann representation for a box of \( r = 45 \) a.u., peaks that include transitions to states with \( n = 5 \) or higher are not reproduced exactly, but are slightly shifted. This leads to the conclusion, that the time-propagation due to the absorbing boundaries gives worse results for higher states than the Lehmann representation.

In the rest of this chapter, we will therefore present results, that were obtained using the generalized Lehmann representation in combination with numerically obtained eigenenergies and dipole-matrix-elements in a box with radius \( r = 60 \) a.u., including the first 100 eigenstates.

4.1.3. Transient Absorption Spectroscopy and the Change of Colour

In the previous section, we analyzed the effect of the phase \( \varphi_{23} \) on the spectral weights and the shape of the photoabsorption spectrum. In this context, we considered \( \varphi_{23} \) to be fixed and did not care about its origin. Here, we show, how, by taking into account the dependence of this phase on the delay \( \tau \) between pump and probe, one can obtain a time-resolved spectrum of an excited non-stationary state. We also show, how the periodicity of the time-dependent phase shows up in the spectrum and the associated colour. As before, we look at the test state \( |\Psi_T\rangle \) as defined in Eq. (4.12), but now with fixed \( \varphi_{32} = 0 \). The time-dependence of the angle \( \Theta_{32}(\tau) \) then enters through the delay
4.1. EXCITED STATE SPECTROSCOPY

Figure 4.3.: Time-resolved spectrum of the $\sqrt{0.4}|2p_z\rangle + \sqrt{0.6}|3p_z\rangle$ of Hydrogen. Because the phases of the $|2p\rangle$ and $|3p\rangle$ states evolve with different velocities, the spectral weights of each of the peaks changes with time, leading to a time-dependent spectrum with a periodicity of $T = \frac{2\pi}{\varepsilon_{2p} - \varepsilon_{3p}} \approx 91$ a.u.. The first 100 eigenstates were included, continuum contributions neglected.

One sees the strong changes of $\bar{\sigma}$ in the energy range $\omega > 0.06$ Ha, while the spectrum remains almost unchanged for $\omega < 0.06$ Ha. The spectrum is periodic with $T = \frac{2\pi}{\omega_{32}} \approx 91$ a.u..

Finally we address, which effect the change of the spectrum has on the colour of a system, translating the time-dependent spectra of the $\sqrt{0.4}|2p_z\rangle + \sqrt{0.6}|3p_z\rangle$ state in Hydrogen, which is shown in Figure 4.3 into a chromaticity diagram. For this we assume a thin medium, so that changes in the medium due to the propagation through the medium can be neglected. Furthermore we neglect the contribution of the emission peaks to
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Figure 4.4.: (top) CIE 1931 colour matching functions $\bar{x}$, $\bar{y}$ and $\bar{z}$ and the spectral power distribution of the sun (orange). (center) Average absorption coefficient of $|\Psi_T\rangle = \sqrt{0.4}|2p_z\rangle + \sqrt{0.6}|3p_z\rangle$ (solid) and the part taken into account in the calculation of the colour (shaded). (bottom) Power distribution of sun light after having passed through a gas of atoms in the state $|\Psi_T\rangle$ with a pathlength of $l = 1$ a.u. (blue) and $l = 5$ a.u. (pink).

The colour, treating them as energy windows, where the light can propagate unaffected. These assumptions enable us to use the Beer-Lambert law, which describes the power distribution $I(\omega)$ of a light source after having propagated through a medium of density $N$ for the length $l$

$$I(\lambda, l) = I_0(\lambda)e^{-i\sigma(\lambda)lN}. \quad (4.16)$$

The resulting power distribution is then matched with a set of matching functions, which describe the sensitivity of the human eye to different wave lengths. The resulting so-called tristimulus values (e.g. the RGB-values) then characterize the colour perceived by the human eye and can be presented as a point in a chromaticity diagram. For a more detailed description of how to convert spectra into colours, see Section 2.7.

Figure 4.4 demonstrates the procedure using the example of the spectrum of $\sqrt{0.4}|2p_z\rangle +$
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Figure 4.5.: (top): Colour associated to the time-dependent spectrum of the $\sqrt{0.4}|2p_z\rangle + \sqrt{0.6}|3p_z\rangle$ state of Hydrogen for a path in the gas of length $l = 1$ a.u. (left) and of $l = 5$ a.u. (right). From left to right, from top to bottom each square shows the colour at a time $\Delta t = 1.01$ a.u. later than the previous one. (bottom) The colours above shown in a chromaticity diagram, illustrating the periodic changes in colour with time. (inset) Time-averaged colours.

$\sqrt{0.6}|3p_z\rangle$. The middle panel shows its average absorption coefficient. We neglect the emission part, treating it as a window, where light can pass without being effected by the medium. The bottom panel shows $I(\omega, l)$ for two different propagation lengths $l$, if the
radiation source is the sun, the spectral power distribution of which is shown in the upper panel. These exponentials are folded with the colour-matching functions (shown in the upper panel) to obtain the tristimulus values

\[ X_l = \int d\lambda \bar{x}(\lambda) I(\lambda, l), \]
\[ Y_l = \int d\lambda \bar{y}(\lambda) I(\lambda, l), \]
and
\[ Z_l = \int d\lambda \bar{z}(\lambda) I(\lambda, l), \]

which are then converted into

\[ x = \frac{X}{X+Y+Z}, \quad y = \frac{Y}{X+Y+Z}, \]

and form a point in the chromaticity diagram. By converting the time-dependent absorption coefficient of Hydrogen shown in Figure 4.3 into a colour at each delay \( \tau \), we can translate the time-dependent absorption coefficient into a time-dependent colour, forming a colour-trajectory in the chromaticity diagram. Figure 4.5 shows in the two bottom panels these colour-trajectories for the two pathlengths \( l = 1 \) a.u. and \( l = 5 \) a.u., where the colour was calculated for times \( n \Delta t \) with \( \Delta t = 1.01 \) a.u.. It is interesting to see, how the periodicity of the spectrum is reflected in the fact, that the trajectories form a closed path in the chromaticity diagram. The upper two panels show again the single colours at each time.

Whilst it is interesting and instructive to discuss time-dependent colours, one has to take into account, that calculations as the one above describe samples, where all atoms/molecules are in the same phase. This is usually not the case for macroscopic samples. For realistic macroscopic samples, one should take the time-average of the average absorption coefficient Eq. (4.7), leading to a time-averaged average absorption coefficient

\[ \bar{\sigma}(\omega) = |\gamma_{2p_z}|\bar{\sigma}_{2p_z}(\omega) + |\gamma_{3p_z}|\bar{\sigma}_{3p_z}(\omega), \quad (4.17) \]

which is the weighted sum of the stationary state spectra of the involved states. Note, that here, the interference terms disappear. The resulting time-averaged colours are shown in Figure 4.5 as inset.

4.2. Control

In the previous section, we have taken a detailed look at excited state spectral properties of Hydrogen. We have discussed the spectral weights and the shape of the spectral peaks in detail and shown how these properties translate into a time-dependent spectrum and the associate colour. We have therefore discussed extensively the probe part of a pump-probe experiment. But what about the pump part? Imagine, we want to design a system with specific properties. The previous section has told us, how a state looks like, that

*The results presented in this section form part of [235].*
has specific properties. But how do we get our system – here Hydrogen – into this state? This is the topic of this section. We ask the question of how to design a laser, that brings our system from the ground state into an excited state of our choice. As before, we look at the test (or here target) state $|\Psi_T\rangle$ as defined in Eq. (4.12). The task is therefore to bring Hydrogen from its ground state $|1s\rangle$ into a linear combination of $|2p_z\rangle$ and $|3p_z\rangle$.

Since here, we have reduced the dimensionality of the problem by including only the $|1s\rangle$, $|2p_z\rangle$ and $|3p_z\rangle$ states and since $|2p_z\rangle$ and $|3p_z\rangle$ are of the same symmetry and therefore in dipole-approximation decoupled, we do not have to apply the general theory of control, but can indeed solve the problem analytically. To this goal, we have in Section 2.5.2.2 developed a Rabi-like formulation of the behaviour of the expansion coefficients under the influence of a laser, that is resonant with both transition energies $\omega_{21}$ and $\omega_{31}$. In the following we extend the results of Section 2.5.2.2 to demonstrate full control of the excitation of a Hydrogen-like atom from an eigenstate into a linear combination of this eigenstate plus two other eigenstates, both dipole coupled to the first, but without dipole allowed transition among them. First, we point out the general procedure, then we show numerical simulations.

4.2.1. Equations of Control

4.2.1.1. Time-independent Envelope Functions

As in Section 2.5.2.2 we assume, that our system is described by a three-level Hamiltonian with eigenstates $|\Phi_a\rangle$, $|\Phi_b\rangle$ and $|\Phi_c\rangle$, the corresponding eigenenergies $\varepsilon_a$, $\varepsilon_b$ and $\varepsilon_c$ and the transition frequencies $\omega_{jk} = \varepsilon_k - \varepsilon_j$. In this Hilbert-space, any time-dependent wave function can be written as

$$|\Psi(t)\rangle = a(t)e^{-i\varepsilon_at}|\Phi_a\rangle + b(t)e^{-i\varepsilon bt}|\Phi_b\rangle + c(t)e^{-i\varepsilon ct}|\Phi_c\rangle$$  (4.18)

with the constraint $|a(t)|^2 + |b(t)|^2 + |c(t)|^2 = 1$. We found, that if we couple this system to an optical field

$$\mathcal{E}(t) = \varepsilon_1 \cos(\omega_{ba}t + \varphi_1) + \varepsilon_2 \cos(\omega_{ca}t + \varphi_2),$$  (4.19)
the time-evolution of the coefficients is

\[ a(t) = \cos \left( \frac{\Omega}{2t} \right), \quad \text{(4.20a)} \]

\[ b(t) = \frac{\mu_{ab}\varepsilon_1}{\sqrt{\mu_{ab}\varepsilon_1^2 + (\mu_{ac}\varepsilon_2)^2}} e^{-i(\phi_1 - \pi)} \sin \left( \frac{\Omega}{2t} \right), \quad \text{(4.20b)} \]

\[ c(t) = \frac{\mu_{ac}\varepsilon_2}{\sqrt{\mu_{ab}\varepsilon_1^2 + (\mu_{ac}\varepsilon_2)^2}} e^{-i(\phi_2 - \pi)} \sin \left( \frac{\Omega}{2t} \right). \quad \text{(4.20c)} \]

with the Rabi-frequency

\[ \Omega = \sqrt{\mu_{ab}\varepsilon_1^2 + (\mu_{ac}\varepsilon_2)^2}. \quad \text{(4.21)} \]

We define the target state

\[ |\Psi_T\rangle = |\alpha| e^{-i\phi_\alpha} |\Phi_a\rangle + |\beta| e^{-i\phi_\beta} |\Phi_b\rangle + |\gamma| e^{-i\phi_\gamma} |\Phi_c\rangle \quad \text{(4.22)} \]

with the constraint \(|\alpha|^2 + |\beta|^2 + |\gamma|^2 = 1\). Since the overall phase of a wave function has no physical meaning, we can recast \(|\Psi_T\rangle\) into

\[ |\Psi_T\rangle = |\alpha| |\Phi_a\rangle + |\beta| e^{-i\phi_\beta} |\Phi_b\rangle + |\gamma| e^{-i\phi_\gamma} |\Phi_c\rangle \quad \text{(4.23)} \]

A similar recast can be done for the time-dependent expansion coefficients (2.139) of the wave function under laser-influence, resulting in:

\[ |\Psi(t)\rangle = \cos \left( \frac{\Omega}{2t} \right) |\Phi_a\rangle \]

\[ + \frac{\mu_{ab}\varepsilon_1}{\sqrt{\mu_{ab}\varepsilon_1^2 + (\mu_{ac}\varepsilon_2)^2}} \sin \left( \frac{\Omega}{2t} \right) e^{-i(\phi_1 - \pi + \omega_{ba}t)} |\Phi_b\rangle \]

\[ + \frac{\mu_{ac}\varepsilon_2}{\sqrt{\mu_{ab}\varepsilon_1^2 + (\mu_{ac}\varepsilon_2)^2}} \sin \left( \frac{\Omega}{2t} \right) e^{-i(\phi_2 - \pi + \omega_{ca}t)} |\Phi_c\rangle. \quad \text{(4.24)} \]

Our goal is to find a laser pulse, that drives our system from the state \(|\Psi(t = 0)\rangle = |\Phi_a\rangle\) into the target state \(|\Psi_T\rangle\) within the time \(T\).

\[ |\langle\Psi(T)|\Psi_T\rangle|^2 = 1. \quad \text{(4.25)} \]

Whilst here we focus on a laser with constants \(\varepsilon_1\) and \(\varepsilon_2\), we can relief the constraint of
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constants $\varepsilon_1$ and $\varepsilon_2$ and work with envelope functions by making use of the pulse area theorem.

Setting the wave function under laser influence at $t = T$ equal to the target function Eq. (4.22) leads to two sets of equations: one connecting the envelope functions $\varepsilon_1$ and $\varepsilon_2$ to the populations $|\alpha|^2$, $|\beta|^2$ and $|\gamma|^2$

\[
|\alpha| = \cos(\bar{\Omega}/2T) \\
|\beta| = \frac{\mu_{ab}\varepsilon_1}{\sqrt{(\mu_{ab}\varepsilon_1)^2 + (\mu_{ac}\varepsilon_2)^2}} \sin(\bar{\Omega}/2T) \\
|\gamma| = \frac{\mu_{ac}\varepsilon_2}{\sqrt{(\mu_{ab}\varepsilon_1)^2 + (\mu_{ac}\varepsilon_2)^2}} \sin(\bar{\Omega}/2T),
\]

and the other one connecting the laser phases to the relative phases $\tilde{\varphi}_\beta$ and $\tilde{\varphi}_\gamma$ of the wave function

\[
\tilde{\varphi}_\beta = \varphi_1 - \pi + \omega_{ba}T \\
\tilde{\varphi}_\gamma = \varphi_2 - \pi + \omega_{ca}T.
\]

Solving these sets, we find

\[
\varepsilon_1 = \frac{2}{T} \arccos(|\alpha|) \frac{|\beta|}{\mu_{ab}} \\
\varepsilon_2 = \frac{2}{T} \arccos(|\alpha|) \frac{|\gamma|}{\mu_{ac}}
\]

and

\[
\varphi_1 = \tilde{\varphi}_\beta + \pi - \omega_{ba}T \\
\varphi_2 = \tilde{\varphi}_\gamma + \pi - \omega_{ca}T.
\]

An example of a constant-envelope laser, that achieves the required transition is therefore given by

\[
\mathcal{E}'(t) = \frac{2}{T} \frac{\arccos(|\alpha|)}{\sin(\arccos(|\alpha|))} \left( \frac{|\beta|}{\mu_{ab}} \cos(\omega_{ab}(t - T) + \tilde{\varphi}_\beta + \pi) + \frac{|\gamma|}{\mu_{ac}} \cos(\omega_{ac}(t - T) + \tilde{\varphi}_\gamma + \pi) \right).
\]

Note, that in addition to the set $\{\varepsilon_1, \varepsilon_2\}$, also all other sets $\{(2n + 1)\varepsilon_1, (2n + 1)\varepsilon_2\}$
fulfill the equations above. These solutions represent lasers, where the evolution of the coefficients covers \((n+1)\) complete Rabi cycles within the time \(T\).

### 4.2.1.2. Time-dependent Envelope Functions

In practice, one is often interested in time-dependent envelope functions. For these cases, we have to adapt the amplitude of the laser according to the pulse area theorem in a way, that the laser envelope covers the same area. In the following, we will use a \(\sin^2\) envelope with period \(2T\) and Eq. (4.28) is modified to

\[
\tilde{\varepsilon}_1(t) = \frac{4}{T} \frac{\arccos(|\alpha|)}{\sin(\arccos(|\alpha|))} \mu_{ab} \sin^2 \left( \frac{\pi t}{T} \right) \quad (4.31a)
\]

\[
\tilde{\varepsilon}_2(t) = \frac{4}{T} \frac{\arccos(|\alpha|)}{\sin(\arccos(|\alpha|))} \mu_{ac} \sin^2 \left( \frac{\pi t}{T} \right) \quad (4.31b)
\]

and the time-dependent Rabi-frequency is

\[
\tilde{\Omega}(t) = \sqrt{(\mu_{ab}\tilde{\varepsilon}_1(t))^2 + (\mu_{ac}\tilde{\varepsilon}_2(t))^2} = 2\tilde{\Omega} \sin^2 \left( \frac{\pi t}{T} \right) \quad (4.32)
\]

The populations finally result to

\[
a(t) = \cos \left( \int_0^t \tilde{\Omega}(t') dt' \right), \quad (4.33a)
\]

\[
b(t) = \frac{\mu_{ab}\varepsilon_1}{\sqrt{(\mu_{ab}\varepsilon_1)^2 + (\mu_{ac}\varepsilon_2)^2}} e^{-i(\varphi_1 - \pi)} \sin \left( \int_0^t \tilde{\Omega}(t') dt' \right), \quad (4.33b)
\]

\[
c(t) = \frac{\mu_{ac}\varepsilon_2}{\sqrt{(\mu_{ab}\varepsilon_1)^2 + (\mu_{ac}\varepsilon_2)^2}} e^{-i(\varphi_2 - \pi)} \sin \left( \int_0^t \tilde{\Omega}(t') dt' \right), \quad (4.33c)
\]

with the integral

\[
\int_0^t \tilde{\Omega}(t') dt' = \left( \frac{1}{2} - \frac{T}{4\pi} \sin \left( \frac{2\pi t}{T} \right) \right) \tilde{\Omega}. \quad (4.34)
\]
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4.2.2. Numerical Example

As an example for the presented control of a three-level system, we show numerical simulations of the excitation of an electron in a Hydrogen atom from the groundstate $|\Phi_a\rangle = |1s\rangle$ to an excited state, which is a linear combination of $|\Phi_b\rangle = |2p_z\rangle$ and $|\Phi_c\rangle = |3p_z\rangle$. As before, the target state is defined as

$$|\Psi_T\rangle = \sqrt{0.4}|2p_z\rangle + \sqrt{0.6}|3p_z\rangle.$$  \hspace{1cm} (4.35)

The control time is set to $T = 3200$ a.u.. We apply a $\sin^2$-envelope pulse. Assuming, that there is no coupling to other states, we can write down the shape of the control pulse analytically. In accordance with Eq. (4.30) and the time-dependent modifications Eq. (4.31), the control pulse is

$$\mathcal{E}(t) = \frac{2\pi}{T} \left( \frac{\sqrt{0.4}}{\mu_{1s\rightarrow 2p}} \cos(\omega_{1s\rightarrow 2p}(t - T) + \pi) + \frac{\sqrt{0.6}}{\mu_{1s\rightarrow 3p}} \cos(\omega_{1s\rightarrow 3p}(t - T) + \pi) \right) \sin^2 \left( \pi \frac{t}{T} \right).$$  \hspace{1cm} (4.36)

Calculations were performed using the octopus code [101]. The wave functions are represented on a real-space regular grid. A spherical simulation box of radius $r = 60$ a.u. (see Section 4.1.2), a spacing of $\Delta x = 0.435$ a.u. and absorbing boundaries of a width of 20 a.u. were employed. To align the atomic orbitals a small electric field in z-direction was applied during the ground state calculation. The relevant dipole-matrix elements in this configuration are $\mu_{1s\rightarrow 2p} = 0.725$ a.u. and $\mu_{1s\rightarrow 3p} = 0.283$ a.u.. Figure 4.6 shows the time-evolution of the populations $|a(t)|^2$, $|b(t)|^2$ and $|c(t)|^2$ of the states $|\Phi_{1s}\rangle$, $|\Phi_{2p}\rangle$ and $|\Phi_{3p}\rangle$ respectively. The numerical values (solid lines) follow closely the analytic model (4.33) (dashed lines). A frequency analysis of the additional oscillations shows, that they are due to the rotating wave approximation in the derivation of the Rabi formula. The small derivation in the final populations from the analytic prediction comes from the charge transfer into the $|\Phi_{3d}\rangle$ orbitals (not shown). Coupling to these orbitals was neglected in the three-level approximation. The charge transfer to the $|\Phi_{3d}\rangle$ nonetheless is less than 4\%, in total we achieve a charge transfer into the desired wave function $|\Psi_T\rangle$ of 96\%. The bottom panel of Figure 4.6 shows the time-evolution of the phase $\varphi_{3p} - \varphi_{2p}$. After some switching-on time, we see the periodic variations with a period of $\frac{2\pi}{\varepsilon_{3p} - \varepsilon_{2p}} \approx 90$ a.u.. As desired at $T = 3200$ a.u. the phase difference is zero.
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Figure 4.6.: Time-evolution of the populations of the $1s$, $2p_z$, and $3p_z$ state. Dashed lines show the analytic model, solid lines the numerical results. The total pump-laser (upper panel, black) has two carrier-frequencies, one resonant to the transition $|\Phi_{1s}\rangle \rightarrow |\Phi_{2p}\rangle$ (green), the other resonant to the transition $|\Phi_{1s}\rangle \rightarrow |\Phi_{3p}\rangle$ (blue). The bottom panel shows the phase difference $\varphi_{3p} - \varphi_{2p}$.

4.3. Summary and Conclusion

In this chapter we took a detailed look at the origin and the control of spectral excited-state features in the non-overlapping regime using the example of excited states in Hydrogen.

First we carefully analyzed general features of excited-state spectra. Using a general Lehmann representation of the response function, we discussed the principle differences between spectra obtained from (i) the ground state, (ii) stationary states and (iii) non-stationary states. We found that whilst the peak positions are fixed through the many-body transition frequencies, the heights of the transition peaks as well as their shape depend on the expansion coefficients of the wave functions. The main conclusions are
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the following. Ground state spectra are always non-negative and have only Lorentzian-shaped peaks. Stationary-state spectral peaks are still Lorentzian shaped, but can be positive or negative, depending on the size of the transition dipole-matrix elements of the states involved in the process. Both ground and stationary-state spectra are independent of time, i.e. stationary state spectra are independent of the delay between pump and probe. Finally, the contributions to the spectrum of a non-stationary state can be divided into (i) stationary contributions, which are the stationary spectra from the respective states scaled by their population and (ii) interference terms. The stationary contributions are of Lorentzian shape and time-independent, while the interference terms are time-dependent (i.e. depend on the delay between pump and probe) and oscillate with a frequency proportional to the energy-difference of the involved states. Their shape oscillates between Lorentzian and Rayleigh shape.

This strong dependence of the spectrum on the expansion coefficients is also reflected in the colour that would be perceived by the human eye when illuminating a macroscopic coherent sample of atoms/molecules with light. The time-dependence of the spectrum of a non-stationary state is periodic in time and leads to a time-dependent periodic change of colour. The time-dependent colour, if shown in a chromaticity diagram, forms a closed trajectory. Nonetheless, one has to take into account that in a macroscopic sample, not all molecules are in the same state at the same time. Therefore, one has to take the time-average of the spectrum, which leads to a spectrum that only contains stationary contributions.

After having analyzed the features of excited state spectra, we focused on the part of control. We showed that a Rabi-like formalism can be formulated for three-level systems, where the excited states are not dipole-coupled. This formalism can be used to derive a laser-pulse that excites an electron from its ground state into a non-stationary state, which is a linear combination of two non-dipole-coupled eigenstates. We found that whilst the envelope of the control-laser is responsible for controlling the populations of the involved states, the relative phases of the involved states are governed by the phase of the laser pulse.

We showed that the developed model is valid for the case of Hydrogen, when exciting the electron from the ground state into a linear combination of the $|2p_z\rangle$ and the $|3p_z\rangle$ state. Using the analytically derived pulse, we can achieve an overlap of 96%. A population analysis shows that the missing few per cent are due to the fact that the
3-level assumption is not 100 per cent accurate and that some population is transferred to other dipole-coupled states. Nevertheless, we conclude that it is a viable assumption and provides a good model for the control of Hydrogen.

On the technical aspects, we found that due to the stronger delocalization of excited states, particular care has to be taken of numerical convergence when dealing with excited state spectra. In the context of simulations using real-space grids, this mainly means that the box has to be adjusted to the extension of the states. We found that, depending on which part of the spectrum one is interested in and the involved transitions, numerical convergence can be difficult. Nevertheless, if one is interested in transitions from the ground state, transitions to very highly excited states are mostly not very strong and one can confine oneself to the description of a few excited states.
5. Control of Optical Properties – Many-Electron Systems

In the previous chapter, we have analyzed the properties of excited state spectra using the example of exactly solvable Hydrogen and have demonstrated a way to control its spectral properties by laser excitation. In this chapter we move beyond one-electron systems, and demonstrate the optimization of the absorption in the visible of a set of atoms and molecules using TDDFT. In the following we present two different approaches to tackle this problem. In the first approach, we define a target function that characterizes the absorption of radiation in the visible, and perform a direct optimization of the absorption by finding a laser pulse that maximizes this target. In the second approach we focus on an excited state with the desired absorption properties, and attempt to find a laser that excites the system from its ground state into this target state.
5.1. Approach I: Direct Optimization

Here, we use the downhill-simplex algorithm (also called Nelder-Mead or amoeba algorithm, for a description see Appendix A) to optimize a laser pulse to make a system, that is transparent in its ground state, absorb as much light as possible. To this goal we employ two different control target functions:

\[ \varepsilon^A_\tau [\mathcal{E}] = \int_{E_{\text{min}}}^{E_{\text{max}}} \bar{\sigma}_\tau [\mathcal{E}](E) dE, \]  

(5.1a)

\[ \varepsilon^B_\tau [\mathcal{E}] = \int_{E_{\text{min}}}^{E_{\text{max}}} \bar{\sigma}_\tau [\mathcal{E}](E) \exp \left( -\gamma \frac{N_0 - N_{T_P}[\mathcal{E}]}{N_0} \right) dE. \]  

(5.1b)

where \( \bar{\sigma}_\tau [\mathcal{E}](E) \) [in the following we will call it just \( \bar{\sigma}(E) \)] is the average absorption coefficient of the system at a given time delay \( \tau \) after the pump pulse \( \mathcal{E}(t) \), and \( E_{\text{min}} \) and \( E_{\text{max}} \) define the optimization region (OR) - the energy range, where the absorption is optimized. In the second target function we have introduced an exponential factor that depends on \( N_0 \) and \( N_{T_P} \), the number of electrons in the system at the beginning and the end of the pump pulse, respectively. The reason to introduce this factor is to avoid ionization, i.e. we wish to lead the system to a state with the desired absorption properties, but keeping the ionization probability low. The term \( \exp \left( -\gamma \frac{N_0 - N_{T_P}[\mathcal{E}]}{N_0} \right) \) inflicts a penalty, whose strength can be modulated by \( \gamma \), to pump pulses that produce strong system ionization. Note that ionization is characterized in our calculations with the help of absorbing boundary conditions: Electrons are considered ionized as soon as they are absorbed by the boundaries. In practice, one can also combine the two target functions: one may start optimizations using \( \varepsilon^A_\tau [\mathcal{E}] \), and later continue with \( \varepsilon^B_\tau [\mathcal{E}] \), restarting from the previous optimum.

To test the algorithm, we start with a broader energy range and in later examples reduce the optimization region to the visible. We chose to work with the simplex-downhill algorithm because it is gradient free. The general procedure is explained in Section 2.6.3, a more detailed description of the computational details is given in Appendix B. We choose to work with a parametrized representation of the pump laser, with a sine basis. The pump duration \( T_P \) and the polarization are fixed, as well as the delay \( \tau \) between the end of the pump and the beginning of the probe pulse. We exclusively work in the non-overlapping regime, where the system is probed after the end of the pump pulse (i.e.
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\( \tau \geq 0 \). Firstly, we present optimizations, where the pump frequencies were chosen as the frequencies of standard commercially available laser systems, later we show results with carrier frequencies adjusted to the resonance frequencies of our system. As optimization parameters we take only the expansion coefficients of the laser in the sine basis. The calculations are started with a set of initial coefficients \( \{c_i^0\} \in \mathbb{R} \), that are then iterated, creating at each step \( m \) a pump laser:

\[
\varepsilon_m(t) = \sum_i c_i^m \sin(\omega_i t) \Theta(t) \Theta(T_P - t)
\]  

(5.2)

The downhill-simplex algorithm varies the laser coefficients \( \{c_i\}^m \) in order to maximize \( \varepsilon_{\tau} \), keeping the laser polarization, the carrier frequencies and the phases fixed. As explained in Section 2.6.3, each computation of \( \varepsilon_{\tau} \) consists of two steps. In the first step, the system is evolved under the influence of the pump pulse \( \varepsilon_m(t) \) for the time \( T_P \). In the second step, the absorption after a given delay time \( \tau \) is calculated from a time-evolution as described in Section 2.4.5: The system is probed with a delta perturbation at the time \( T_P + \tau \) and then evolved for the “spectrum time” \( T_S \) afterwards. Finally, \( \varepsilon_{\tau}[\varepsilon_m] \) is calculated from the average absorption coefficient \( \bar{\sigma}(\omega, \tau) \) (2.54).

To obtain the full polarizability tensor, the time evolution after the perturbation has to be performed four times, once for each polarization direction of the probe and a fourth time for the reference time evolution without perturbation. Performing time evolutions is computationally expensive and in our setup, the required resources scale linearly with a factor of four in \( T_S \) and scale to the power of three in the radius of the box. Therefore, during the optimization, we keep \( T_S \) and the box size as small as possible. At the end of the optimization, the average polarization under the influence of the optimal pump laser is converged with respect to the box size and the system is propagated for a longer time \( T_S \) to obtain a more detailed spectrum.

5.1.1. One-dimensional Model Hydrogen

As first test case for the algorithm, we studied the optimization of a 1D soft-Coulomb Hydrogen atom. The 1D model of Hydrogen is defined by the Hamiltonian (2.119) in Chapter 2.5 with an atomic charge of \( C = 1 \) and one electron \( N = 1 \). The numerical parameters can be found in Table 5.1. After the optimization, we checked the convergence of the spectrum with respect to the box size and found the optimization box to be
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Figure 5.1.: Optimization of the one-dimensional soft-Coulomb Hydrogen atom. (Top) Comparison of initial (green) and optimized pump laser (Fourier transforms). Peaks are labeled by their basis wave length and the number \( n \) of their harmonic \( 2n + 1 \). (Bottom) Ground state (shaded) and excited state (solid lines) spectra. Results for the initial pump laser are shown in green, results for the optimized pump laser (after 100 iterations) are shown in blue. The numbers label the transitions. The grey shaded box marks the optimization area, the blue shaded one the visible range of the spectrum (350 nm - 750 nm). (Top inset) Populations of the ground state (red), the first excited state (green) and the second excited state (blue) under the influence of the pump pulse. The black line shows the number of electrons in the system. (Lower Inset) The function \( \varepsilon^A \) as a function of the number of iterations.

sufficiently large. The search space was constructed from the two wave lengths \( \lambda = 800 \) nm and \( \lambda = 1450 \) nm and their first nine odd harmonics. Wave lengths of 800 nm and 1450 nm can be obtained e.g. with a Ti:Sapphire (800 nm) and a diode laser (1450 nm). All initial coefficients were set to \( c_i^0 = 0.005 \). The optimization region covers the energy range between 200 nm and 800 nm.

Figure 5.1 shows the ground state spectrum of the 1D model Hydrogen in comparison to
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<table>
<thead>
<tr>
<th>system</th>
<th>$\Delta x$</th>
<th>$r$</th>
<th>$w$</th>
<th>$dt$</th>
<th>$T_P$</th>
<th>$\tau$</th>
<th>$T_S$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>opt</td>
<td>conv</td>
<td>opt</td>
<td>conv</td>
<td>opt</td>
<td>conv</td>
<td></td>
</tr>
<tr>
<td>H, He, Be</td>
<td>0.2</td>
<td>50</td>
<td>100</td>
<td>20</td>
<td>70</td>
<td>0.025</td>
<td>800</td>
</tr>
<tr>
<td>CH$_4$</td>
<td>0.3</td>
<td>15</td>
<td>30</td>
<td>5</td>
<td>15</td>
<td>0.04</td>
<td>800</td>
</tr>
<tr>
<td>CH$_4^{2+}$</td>
<td>0.3</td>
<td>15</td>
<td>30</td>
<td>5</td>
<td>15</td>
<td>0.04</td>
<td>600</td>
</tr>
</tbody>
</table>

Table 5.1.: Numerical parameters: spacing $\Delta x$, radius $r$, absorbing boundary width $w$, time step $dt$, pump pulse duration $T_P$, delay $\tau$ and spectrum time $T_S$, both during the optimization (opt) and for the fully converged calculations (conv). All values are given in a.u..

the excited-state spectrum after excitation by the initial guess pump-pulse $\phi_0(t)$ and after excitation by the optimized pump-pulse $\phi_{100}(t)$ after 100 iterations. The bottom inset shows the evolution of the control function $\varepsilon^A$ with the number of iterations. The initial pulse is actually, by chance, a rather good guess: While the ground state spectrum of the atom is completely flat in the optimization region, the initial-guess pump pulse $\phi_0(t)$ creates features there. The value of $\varepsilon^A$ obtained with it is around 0.1. The inset shows a steady enhancement of $\varepsilon^A$ up to a value of about 0.2, where the enhancement starts to flatten. This result could be further enhanced by restarting the optimization using the optimized laser coefficients as initial guess for a new optimization (see comments on the convergence of the downhill-simplex algorithm in appendix A). Nevertheless, since this is just a test-case for the algorithm, we stopped the optimization at this point.

A comparison of the excited state spectra at the beginning and at the end of the optimization shows, that the algorithm further enhances the peaks, that appeared under the influence of the initial pump pulse. Its effect is mostly to excite the system from its ground state ($\epsilon_0 = -0.670$ a.u.) into its first excited state ($\epsilon_1 = -0.275$ a.u.), creating peaks at $\omega_{1\rightarrow2} = 0.123$ a.u. and $\omega_{1\rightarrow4} = 0.211$ a.u. in the optimization region (the transition from 1 to 3 is dipole forbidden) and into the second excited state ($\epsilon_2 = 0.151$ a.u.), creating peaks at $\omega_{2\rightarrow3} = 0.059$ a.u. and $\omega_{2\rightarrow5} = 0.106$ a.u..

The disappearance of the ground state peaks indicates, that the laser completely depopulates the ground state. A population analysis (which is shown for the improved laser $\phi_{100}$ in the bottom inset of Figure 5.1) confirms this suspicion. The algorithm optimizes the pump pulse to transfer most of the population ($\approx 75\%$) from the ground state into the first excited state, while the second excited state is also slightly populated ($\approx 5\%$). About 16\% of the electrons are ionized and the rest is distributed evenly across the re-
maining states. In comparison the initial pump pulse $\varepsilon_0$ only transfers about 21% into the first excited state (which is the most desirable to obtain features in the optimization region), while the transfer into the second excited state is almost the same. It is noteworthy, that a relatively small change in the pump pulse (see the Fourier transform of the laser in the top panel) can have such a strong effect on the population transfer.

5.1.2. One-dimensional Helium

As second example, we study the one-dimensional soft-Coulomb Helium atom. One-dimensional Helium is interesting, because it is still exactly solvable and can be used to compare the exact solution to the solution obtained with TDDFT. The 1D model of the Helium atom is defined as given in (2.119) in Chapter 2.5 with an atomic charge of $C = 2$ and two electrons $N = 2$. In the TDDFT treatment, the external potential is given by (2.123) and the electron-electron interaction is described through the adiabatic exact exchange functional (EXX, as described in Section 2.4.1.1). In the following, this case will be named TDEXX description. The numerical parameters are the same as in the case of Hydrogen (see Table 5.1) and also the carrier frequencies and initial coefficients are the same. The optimization region lies between 200 and 800 nm.

Figure 5.2 shows a comparison of exact and TDEXX optimization. The first thing to notice is the difference of the spectra already at the level of the ground state spectrum. Taking this into account, it does not surprise that the systems show different excited-state responses under the influence of the same initial pump pulse. Both systems (exact and TDEXX) gain features in the optimization region under the influence of the initial pump laser, but to a different extend. While in the exact case, the system reacts strongly to $\varepsilon_0$ reaching an $\varepsilon_{A,0}^{A,0,\text{exact}}$ of approximately 0.090, $\varepsilon_{A,0}^{A,0,TDEXX} = 0.006$ is about an order of magnitude smaller. This trend continues throughout the whole optimization: both models enhance $\varepsilon_{A}^{A,\tau}$, but while the exact treatment reaches an $\varepsilon_{A,100}^{A,\tau,\text{exact}}$ of about 0.11 after the first 100 iterations, $\varepsilon_{A,100}^{A,\tau,TDEXX}$ is only 0.013. This difference is clearly visible in the excited state spectra. While the exact model under the influence of the pump gains a broad feature in the optimization region (consisting in fact of several peaks), the TDEXX model only grows a shallow peak, which almost disappears in the bottom panel, which shows the results fully converged with respect to the simulation box size.

The results presented in this section form part of [235].
Figure 5.2.: (Middle and bottom) Ground state (shaded) and excited state (solid lines) spectra of one-dimensional Helium in a box of (middle) \( r = 50 \) a.u. and (bottom) \( r = 100 \) a.u. In the bottom panel, the excited state transitions of the exact calculations are indicated. (Top) Comparison of initial (green) and optimized pump laser (Fourier transforms). Peaks are labeled by their basis wave length and the number \( n \) of their harmonic \( 2n + 1 \). (Inset, middle) The control function \( \varepsilon^A \) as a function of the number of iterations. (Inset, bottom) \( |\langle \Psi(t) | \Psi_i \rangle|^2 \) of the exact time propagation under the influence of the optimized pump pulse for the (red) ground state, (green) first excited state, (blue) second excited state, (pink) third excited state and (turquoise) fourth excited state. In all panels, results obtained by exact propagation are shown in blue, results obtained by (TD)DFT using the adiabatic spin-polarized exact exchange functional are shown in red. The grey shaded box marks the optimization area, the blue shaded one the visible range of the spectrum (350 nm - 750 nm).

In the exact case, the laser transfers the population from the ground state \( (\epsilon_0 = -2.238 \text{ a.u.}) \) into the first excited state \( (\epsilon_1 = -1.705) \) with the help of the 13th carrier frequency (the 9th higher harmonic of \( \lambda = 1450 \text{ nm} \)) at \( \omega_{P13} = 0.534 \text{ a.u.} \). Due to this population transfer, the peak at \( \omega_{0\rightarrow1} = 0.533 \text{ a.u.} \) turns from positive to negative and peaks com-
ing from the first excited state ($\omega_{1\rightarrow2} = 0.076$ a.u. and $\omega_{1\rightarrow4} = 0.159$ a.u.) arise in the excited-state spectrum, where the peak at $\omega_{1\rightarrow2}$ is located in the visible part of the energy range. At the same time, population is transferred into the second excited state ($\epsilon_2 = -1.629$ a.u.), leading to e.g. the peaks at $\omega_{2\rightarrow3} = 0.062$ a.u. and $\omega_{2\rightarrow5} = 0.103$ a.u.. Note, that the numbering of the peaks is according to their appearance in the ground state spectrum, i.e. states, that are not dipole coupled to the ground state (e.g. triplet states) are not discussed.

The bottom inset of Figure 5.2 shows the time evolution of the populations $|\langle \Psi(t) | \Psi_i \rangle |^2$ during the radiation by the pump $\mathcal{E}_{100}(t)$. The population analysis confirms, that the laser depopulates the ground state and transfers population into the excited states. At the end of the pump pulse only $\approx 8\%$ of the electrons remain in the ground state, the rest has been transferred into higher excited states. About half of the electrons have been excited into the first excited state, and about a fifth into the second excited state. Also the third and fourth excited state are populated. This population of excited states explains the appearance of the peaks in the excited state spectrum.

The strong difference between the exact and the TDEXX case might be due to two effects. Firstly, it is known, that the real-time description of resonance processes is subject to an error if TDDFT is used with adiabatic functionals [231, 236] and the consequences for calculations using coherent control schemes were pointed out for example in Ref. [237, 238]. Secondly, the search space formed by the carrier frequencies of the pump pulse includes a frequency that is almost exactly resonant to the transition from the ground state to the first excited state in the exact case, but not so close to resonance in the TDEXX picture. Assuming a Rabi-like picture, this detuning between the transition energy and the driving frequency would lead to a smaller population transfer. While the small peak of the TDEXX spectrum is at roughly the position of the $\omega_{1\rightarrow2}$-transition-peak, it does not seem to be strongly populated. The population analysis of the exact calculation suggests that the excitation of the higher states is a subsequent process after the excitation to the first excited state. Therefore, if this is not strongly populated, no subsequent excitation of higher states can occur. This might explain the lack of higher excitation peaks in the TDEXX spectrum.

To clarify this aspect, we repeated the TDEXX optimization with an adapted search space, in which the laser component at $\omega = \omega_8^{1450}$ was replaced by a component with the same initial intensity at $\omega = 0.549$ a.u., which is in resonance with the TDEXX
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Figure 5.3.: (Middle and bottom) Ground state (shaded) and excited state (solid lines) spectra of one-dimensional Helium in a box of $r = 100$ a.u.. (Middle) Spectrum optimized with the adapted search space using TDEXX after 550 iterations. Features in the visible have emerged. (Bottom) Optimized spectra after 100 iterations: Comparison of the exact optimization (blue) with the TDEXX optimization in the adapted search space (black). (Top) Optimization lasers in energy space: (shaded green) adapted initial laser and (green line) original initial laser as well as optimized laser with TDEXX after (black) 100 iterations and (red) 550 iterations. (Inset) Target function $\varepsilon^A$ for the adapted TDEXX optimization (red) and original exact optimization (blue).

transition from the ground to the first excited state. The results are shown in Figure 5.3. The middle panel shows the optimized spectrum after 550 iterations. In contrast to the optimization with the previous search space, features in the visible emerge. The bottom panel shows a comparison between the optimization in the exact case with the previous search space and the optimization in the TDEXX case with the adopted search space. One notices, that similar features arise, but still the $1 \rightarrow 2$ peak of the exact case seems to be missing. There is, however, one peak arising in the TDEXX case at the same position as the exact $2 \rightarrow 3$ peak, which could in fact be the shifted $1 \rightarrow 2$
transition. Unfortunately, one cannot do a real population analysis with TDDFT (since we do not have access to the real many-electron state and its projections), and therefore this question remains unsolved. Nevertheless, one can conclude that a better performance of the exact optimization can be obtained once the search space is chosen more wisely, including the right frequencies.

Finally, we draw attention to the fact, that again, one can observe the artefacts of TDDFT spectroscopy as already pointed out in Chapter 3. While the peaks of the exact spectrum are independent of the ionization, this is not true in the TDEXX-case. With increasing ionization, the peaks are shifted to higher energies (compare the ground state and the excited state spectrum in Figure 5.2). To avoid these artefacts as much as possible, attention should be paid to keep the ionization of the system as small as possible.

Figure 5.4.: (Top) Transient Absorption Spectrum of Helium after the excitation with a 45 cycle sin² laser pulse of intensity $I = 5.26 \times 10^{11} W/cm^{-2}$ with a carrier frequency resonant to the excitation energy from the ground state to the first excited state for (left) exact and (right) adiabatic EXX description. (Bottom) Time-evolution of the cross section tensor at selected energies $E_n$ = 0.2 (red), 0.4 (blue), 0.6 (purple) 0.8 (turquoise) a.u. for (left) exact and (right) adiabatic EXX description. In the exact case, the curve at 0.6 a.u. is offset for clarity. In all cases, the time interval $T = \frac{2\pi}{\epsilon_1 - \epsilon_0}$ is shown.
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To wrap up the comparison between exact and TDEXX formalism, we compare the
dependence of the excited-state spectrum on the delay $\tau$ in exact and TDEXX calcula-
tions. Figure 5.4 shows in the top panels the TAS of He in the exact description (left)
and TDEXX formalism (right). The systems were excited by a 45 cycle $\sin^2$ laser pulse
resonant with the excitation energy from the ground state into the first excited state. In
both cases, the laser excites the system into a linear combination of ground state and first
excited state, resulting in a peak at $\omega = 0.076$ a.u., which corresponds to the transition
from the first to the second excited state. Note, that the excited state spectra at a delay
of $\tau = 0$ were already shown in Figure 3.2 and discussed in Chapter 3. Comparing the
two figures, one notes, that here, the features in the very low energy region are missing.
This is due to the usage of absorbing boundary conditions.

As previously discussed, a system in a linear combination of ground state and first excited
state should have spectral components, which oscillate with the period time
$$T = \frac{2\pi}{\epsilon_1 - \epsilon_0},$$
which is 11.76 a.u. in the exact case and 11.26 a.u. in TDEXX. However, in the exact case,
a time-dependence of the spectrum is hardly visible due to scaling effects. Therefore, in
the bottom panels of Figure 5.4 we display a time-analysis of the spectrum, where we
record the cross section in dependence of the delay at a number of energies $E_n = 0.2,
0.4, 0.6$ and 0.8 a.u.. The exact case is shown in the left bottom panel. The figure shows
the time window corresponding to the period time 11.76 a.u.. As expected, the values
oscillate with the predicted period time.

We now compare this to the TDEXX case. Here, the oscillations in the spectrum with
the delay time are clearly visible. Nevertheless, performing the same analysis as in the
exact case, one finds, that the values of the cross section vector in the TDEXX case do
not oscillate with the expected periodicity of $T_{TDEXX} = 11.26$ a.u., but twice as fast (see
bottom right panel). We conclude, that the TDEXX description seems to have a similar
structure to the exact case, in the sense, that the energy difference of the involved states
is reflected in the periodicity of the oscillations of the spectrum. Nonetheless, there
are major differences in the behaviour, which is reflected in the factor of two in the
periodicity. We again point out, that the observed lineshapes are also different and the
lineshapes occurring in the TDEXX description could e.g. be the result of two peaks of
Lorentzian/Rayleigh shapes, which are shifted in energy.
Figure 5.5.: (Middle and bottom) Ground state (shaded) and excited state (solid lines) spectra of one-dimensional singly-ionized Beryllium in a box of (middle) \( r = 50 \) a.u. and (bottom) \( r = 100 \) a.u. (Top) Comparison of initial (green) and optimized pump pulse (Fourier transforms). Peaks are labeled by their basis wavelength and the number \( n \) of their harmonic \( 2n + 1 \). (Inset) The target function \( \varepsilon_{A,n}^\tau \) as a function of the iteration number \( m \). The grey shaded box marks the optimization area, the blue shaded one the visible range of the spectrum (350 nm - 750 nm).

5.1.3. One-dimensional Singly-Ionized Beryllium

Our final single-atom test system is one-dimensional singly-ionized Beryllium, which is calculated with TDDFT using the adiabatic local density approximation (ALDA). The optimization parameters (box and times) are defined as before (see Table 5.1). The carrier frequency search space is the same as before, except that we discarded \( \omega_{2,800nm} \) and \( \omega_{3,800nm} \) for being too close to \( \omega_{4,1450nm} \) and \( \omega_{6,1450} \). The optimization region lies between 200 and 800 nm.

Figure 5.5 shows spectrum and laser of the best result after about 550 iterations. The algorithm clearly enhances the amplitude of the 8th carrier frequency (the 5th harmonic...
of $\lambda = 1450$ nm) $\omega_p = 0.3457$ a.u., that is in resonance with the ground state excitation $\omega_{0\rightarrow 1} = 0.346$ a.u.. Nevertheless, it is not clear, which transition belongs to the peak, that appears in the optimization region. It lies at around 0.15 a.u. but the lowest excitation from the first excited state, judging by the energy differences in the ground state spectrum, should be at around 0.2 a.u. The peak is not a spurious numerical feature, which we discarded by repeating the calculations with very well converged parameters. The most likely explanation is that this peak is due to a transition $\omega_{1\rightarrow m}$, where $\omega_{0\rightarrow m}$ is dipole-forbidden, and therefore does not appear in the ground state absorption spectrum. This example is a good illustration of how a general search algorithm like the one we employ can find routes to the solution that are not obvious, or are even hidden, in a simple system analysis.

5.1.4. Methane

![Structure of Methane](https://commons.wikimedia.org/wiki/File:Methane-3D-balls.png)

Finally, we applied our scheme to molecules. Since the optimizations involve many time propagations, we had to choose a relatively small molecule due to the restriction of computational resources. We chose Methane, which consists of one Carbon atom tetrahedrally surrounded by four Hydrogens (see Fig. 5.6) with a binding length of $CH = 2.054132$ a.u.. It has eight valence electrons.

The optimizations of neutral CH$_4$ were carried out in a reduced version of the previous carrier frequency search space used for the case of Beryllium, where – in order to keep computational times as small as possible – only the lowest nine frequencies were kept. As before, the optimizations were carried out in a small box and after the optimization the
Figure 5.7.: (Middle and bottom) Ground state (shaded) and excited state (solid lines) spectra of Methane (CH$_4$) in a box of (middle) $r = 15$ a.u. and (bottom) $r = 30$ a.u. for two different laser pulses. The grey shaded box marks the optimization area, the blue shaded one the visible range of the spectrum (350 nm - 750 nm). The spectra within the optimization area are shown enhanced by a factor of 5. (Top) Comparison of initial (green) and optimized lasers (Fourier transforms). Peaks are labeled by their basis wave length and the number $n$ of their harmonic $2n + 1$. (Inset) The spectra shifted to lower energies to coincide with the ground state spectrum.

calculations were converged with respect to the box size. The parameters can be found in Table 5.1. The employed functional was the adiabatic LB94 functional due to its good description of higher lying states and the optimization region covered the energy range between 200 and 800 nm.

The use of a 3D model further increases the required computational resources. In particular the calculations scale cubically with the simulation box radius, which makes it unfeasible – with the current numerical implementation and resources – to reach a radius like the ones used for 1D calculations. Unfortunately, the use of small boxes leads to the artificial interaction of the electrons with the box boundaries. This effect results, in
our calculation, in the appearance of spurious peaks in the absorption spectrum that are due to “box states”, i.e. bound states that are due to the confinement in the simulation region. These unwanted errors can be alleviated with the use of absorbing boundary conditions, but even in this case the box needs to be sufficiently large. In practice, we found a good compromise using spherical boxes with a 15 a.u. radius, which includes a 5 a.u. absorbing region. This is the “small box” that we used for the optimization runs; later the optimal pulse was checked with a “large box” twice as large.

Furthermore, in order to discourage the algorithm from exciting too many electrons into the continuum, we modified the target function $\varepsilon^A_\tau$ to include an exponential “penalty” for ionization, leading to the definition of $\varepsilon^B_\tau$:

$$\varepsilon^B_\tau = \varepsilon^A_\tau \exp\left(-\gamma \frac{N_0 - N_{T_P}}{N_0}\right)$$

(5.3)

Here, $N_0$ is the number of electrons of the system at time zero and $N_{T_P}$ is the number of electrons left in the system after the pump. The parameter $\gamma$ controls the strength of the penalty. Figure 5.7 shows a comparison between the average absorption coefficients $\bar{\sigma}^{12}_{\tau}(E)$ (red) in the 12th iteration step and $\bar{\sigma}^{66}_{\tau}(E)$ (blue) in the 66th iteration step of the same optimization. A comparison of the spectra in the small and the big box shows, that the obtained features in the optimization region persist. We note, that both spectra are shifted with respect to the ground state spectrum: $\bar{\sigma}^{12}_{\tau}(E)$ by about 0.03 a.u., $\bar{\sigma}^{66}_{\tau}(E)$ by about 0.07 a.u.. This is due to ionization, which is not completely suppressed by the algorithm. The ionization in the case of $\bar{\sigma}^{12}_{\tau}(E)$ is about 0.1 electrons, whereas the ionization in the case of $\bar{\sigma}^{66}_{\tau}(E)$ is 0.35 electrons. The inset of the top panel shows the converged spectra, offset by these shifts. One sees, that the weight of the first peak is almost not affected by the laser, while the weights of the higher lying peaks change and some of them become negative.

Since the optimization of CH$_4$ was smaller than what we had hoped for, we started working with its doubly-ionized version CH$_2^+$. CH$_2^+$ has two main advantages over neutral Methane: (i) it has two fewer electrons and therefore requires about a quarter less computational time, and (ii) it has more unoccupied bound states. The number of bound states is important, since we want the excited state spectrum to have peaks coming from transitions into bound states, not into the continuum. Also it is obviously more difficult to ionize the cation.
The previous results were obtained with a search space, constructed from carrier frequencies that are high harmonics of standard commercially available laser systems, such as the ones we used for the 1D models presented in the previous sections. Nonetheless, those results obtained for 1D Hydrogen and Beryllium suggest, that it might be important to include resonant laser frequencies in the search space. For the optimization of CH$_2^+$, we therefore tailored the carrier frequencies included in the search space to resonances of the molecule. The excited state resonant frequencies were obtained from resonances in the ground state spectrum of CH$_2^+$.

Here, we present two of these optimizations. For the first search space, the idea was to find two eigenstates with energies $\epsilon_h$ and $\epsilon_l$, that differ by an energy in the visible: $0.057 \text{ a.u.} \leq \epsilon_h - \epsilon_l \leq 0.139 \text{ a.u.}$. By exciting the system into the lower state $\epsilon_l$ (“basis state”) one might obtain transition peaks in the visible due to the transition into the higher one. This fact is not guaranteed since the transition might not be dipole allowed – a possibility that we cannot know beforehand by simply performing linear response TDDFT calculations. The energy of the eigenstates with respect to the ground state $\epsilon_0$ is extracted from the ground state spectrum of CH$_2^+$, which is shown in Figure 5.8. The peaks are numbered for reference and we refer to them by $\epsilon_n$, with $n$ being the peak number in the ground state spectrum.

The ground state spectrum shows, that the first possible basis state is $\epsilon_3$. The energy difference between $\epsilon_3 = 0.690 \text{ a.u.}$ and $\epsilon_4 = 0.816 \text{ a.u.}$ is $\omega_{3\rightarrow4} = 0.126 \text{ a.u.}$ and lies – with 362 nm – at the red end of the visible spectrum. Also $\epsilon_4$ provides a transition in the visible range – into $\epsilon_5 = 0.938 \text{ a.u.}$ with $\omega_{4\rightarrow5} = 0.122 \text{ a.u.} = 373 \text{ nm}$. Starting from $\epsilon_5$, states even have more than one transition in the visible. We therefore choose a carrier frequency search space, that allows the construction of a pump pulse, that excites electrons from the ground state into $\epsilon_3$ and higher lying states either directly or by successive excitations.

The first search space includes carrier frequencies, that are resonant to the ground state excitation energies $\epsilon_n$ or to excited state excitations $\epsilon_m - \epsilon_n$. To avoid ionization, all carrier frequencies are smaller than $\epsilon_7 = 1.0 \text{ a.u.}$. The second carrier frequency search space was designed using the ionization potential $I_P$ of the system (which according to Koopman’s theorem is equal to minus the energy $\epsilon_H$ of the highest occupied KS orbital $\varphi_H$) and the energy differences $I_P - \epsilon_n$. One carrier frequency is resonant with $-\epsilon_H$.

**The results presented in the following for doubly-ionized Methane form part of [235].**
all other frequencies are resonant with excitations from the target excited states ($\epsilon_3$ to $\epsilon_8$) to the continuum limit. The idea is to excite an electron into a state close to the ionization threshold and from there deexcite it into one of the target states. The laser frequencies, that were included in the search spaces and the corresponding resonances are summarized in Tab. 5.2.

In both optimizations, box, time-step, delay and spectrum time were the same as for neutral CH$_4$ (see Table 5.1). The pump duration was reduced by 200 a.u. to 600 a.u. (14.5 fs). The initial coefficients were $c_i^I \approx 0.001$ for all $i \neq 6$ and $c_6^I = 0.005$ and $c_i^{II} \approx 0.001$ for all $i$. The employed functional was ADSIC LDA (see Chapter 2.4.1.1) because of its accurate description of the higher lying states. The optimization region was reduced to the interval between 328 and 750 nm. The obtained pump pulses $\varphi^I$ and $\varphi^{II}$, the associated excited-state spectra and the resulting colours are shown in Figure 5.9. It can be seen that both search spaces include optimal lasers that cause the molecule to lose its transparency and absorb in the visible. These new absorption features found by
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<table>
<thead>
<tr>
<th>Search Space I</th>
<th>Search Space II</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\omega_1$</td>
<td>$\omega_1^{II}$</td>
</tr>
<tr>
<td>0.122</td>
<td>0.311</td>
</tr>
<tr>
<td>$\omega_2$</td>
<td>$\omega_2^{II}$</td>
</tr>
<tr>
<td>0.248</td>
<td>0.364</td>
</tr>
<tr>
<td>$\omega_3$</td>
<td>$\omega_3^{II}$</td>
</tr>
<tr>
<td>0.345</td>
<td>0.386</td>
</tr>
<tr>
<td>$\omega_4$</td>
<td>$\omega_4^{II}$</td>
</tr>
<tr>
<td>0.479</td>
<td>0.426</td>
</tr>
<tr>
<td>$\omega_5$</td>
<td>$\omega_5^{II}$</td>
</tr>
<tr>
<td>0.601</td>
<td>0.548</td>
</tr>
<tr>
<td>$\omega_6$</td>
<td>$\omega_6^{II}$</td>
</tr>
<tr>
<td>0.654</td>
<td>0.674</td>
</tr>
<tr>
<td>$\omega_7$</td>
<td>$\omega_7^{II}$</td>
</tr>
<tr>
<td>0.690</td>
<td>1.364</td>
</tr>
<tr>
<td>$\epsilon_4 - \epsilon_5$</td>
<td>$\epsilon_3 - I_P$</td>
</tr>
<tr>
<td>$\epsilon_3 - \epsilon_5$</td>
<td>$\epsilon_4 - I_P$</td>
</tr>
<tr>
<td>$\epsilon_3 - \epsilon_5 / \epsilon_1 - \epsilon_3$</td>
<td>$\epsilon_5 - I_P$</td>
</tr>
<tr>
<td>$\epsilon_3 - \epsilon_4$</td>
<td>$\epsilon_6 - I_P$</td>
</tr>
<tr>
<td>$\epsilon_1 - \epsilon_5$</td>
<td>$\epsilon_7 - I_P$</td>
</tr>
<tr>
<td>$\epsilon_2$</td>
<td>$\epsilon_8 - I_P$</td>
</tr>
<tr>
<td>$\epsilon_1$</td>
<td>$I_P$</td>
</tr>
</tbody>
</table>

Table 5.2.: Laser frequencies (in a.u.) and the corresponding resonances of the search spaces of the optimization of CH$_2^+$. Nomenclature as in Figure 5.8. $\epsilon_H$ is minus the energy of the highest occupied KS state. $\omega_1$ is the average of $\epsilon_1 = 0.337$ a.u. and $\epsilon_3 - \epsilon_1 = 0.353$ a.u. Since the frequencies are broadened by the finite pulse duration, $\omega_1^{II}$ covers both resonances.

The algorithm making use of a small simulation box persist when repeating the calculation with a larger, fully converged box radius. We may therefore conclude that the proposed algorithm is a viable option to find pump laser pulse that excite systems into visible light absorbing states, also when considering realistic 3D molecular first principle descriptions, and not only 1D models. The scalability of TDDFT permits to foresee the extension of the technique to larger systems. Nonetheless, the need for larger search spaces for more complex molecules and the resulting increase of the number of iteration steps needed pose challenges on the computational feasibility.

These challenges can partially be faced by intelligent design of the search space, i.e. by careful selection of the carrier frequencies included in the search space. In order to be able to design more appropriate search spaces, a detailed understanding of the underlying dynamics would be useful. This has two benefits: (i) By analyzing the dynamics, one can obtain deeper insight into how laser excitations are described within the TDDFT formalism. (ii) An identification of the laser components, that are the main driving forces in the optimization, allows us to put forward a two-step optimization process. In the first one, a broader search space could be used for a pre-optimization to find the important frequencies in the optimization. In a second step, one could then discard the frequencies without effect and further optimize the pulse in a smaller search space, leading to faster convergence. Alternatively one could use the cleaned pulse as an initial guess for a more costly gradient-based algorithm, which would be expected to show faster convergence.
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Figure 5.9.: (Middle and bottom) Ground state (dark grey) and excited state spectra of doubly-ionized Methane (CH$_4^{2+}$) in a box of (middle) r = 15 a.u. and (bottom) r = 30 a.u. for two different pump pulses $E^I$ (brown) and $E^{II}$ (green). The grey shaded box marks the optimization area, the blue shaded one the visible range of the spectrum (350 nm - 750 nm). (Top) Comparison of initial (shaded) and optimized (solid lines) pump pulses (Fourier transforms). (Inset) Chromaticity diagram with colours obtained by excitation of the system by the pump pulses.

since the initial guess is already close to an optimal solution. This scheme has recently been proven useful in the optimization of quantum gates [239].

In either scenario, the first step is to identify the components of the control laser, that play the main role in the obtained excitation. One can think of several possible approaches to this analysis: (a) One solves the response equations using e.g. Casida’s scheme and obtains the many-body excitations in a basis of KS particle-hole excitations. One determines the time-dependent occupations of the KS ground state orbitals and tries to correlate the change in occupation with the many-body excitations. One checks against the excited state spectrum to confirm the analysis. (b) One uses TAS and its analysis as
described in Chapter 3 to analyse the time-dependent excitation of the many-body states.
(c) One selectively exposes the system to the single frequency components of the control laser (and some combinations) and calculates the resulting excited state spectra. These spectra can then be compared to the excited state spectrum created by the full pump and to the many-body excitation energies obtained from the ground state spectrum (as described before).

Figure 5.10.: (Middle and bottom) Laser spectra obtained by exposure of CH$_2^+$ to selected frequency components of the pump pulse $E^I$. The shaded line shows the spectrum obtained by the full pulse. (top) Many-body excitation energies obtained through analysis of the ground state spectrum. The x axis denotes the excitation energy, the y axis the excited state, from where the excitation takes place.

In the following, we opt for (c), demonstrating the procedure using the example of the optimized pump $E^I$ obtained in the first search space. Figure 5.10 shows in the top panel the many-body excitation energies, which were obtained from the ground state spectrum through calculating the energy differences between the ground state peaks. Each row represents the possible transitions between the corresponding peak (e.g. the row labeled
'2' belongs to the second peak of the spectrum) and the others (higher and lower ones), i.e. the \( n \)-th row depicts the transition energies \( \omega_{n \rightarrow m} \). Transitions from the first excited state lie outside of the energy range shown.

We want to compare these many-body excitation energies to the peaks obtained in the spectrum by selectively exposing the system to the single frequency components of the pump. From this we hope to be able to reconstruct the excitations triggered in the system by the single frequency components. Furthermore, we want to identify the main driving frequencies of the multi-step excitation, that leads to the optimized excited state spectrum. We start this analysis by exposing the system to each of the pump frequencies \( \{\omega_i\}_{i=1\ldots10} \) alone. We find, that out of the eight frequencies, there are only two, that are able to excite the system, leading to a change in the spectrum in comparison to the ground state spectrum. These are the frequencies \( \omega_6^I = 0.654 \) a.u., which corresponds to the excitation from the ground state into the second excited state \( \epsilon_2 \) and \( \omega_8^I = 0.816 \) a.u., which corresponds to an excitation from the ground state into the fourth excited state \( \epsilon_4 \) (see Tab. 5.2). Figure 5.10 shows the resulting spectra (blue lines). Here, we focus on the analysis of the frequency \( \omega_6^I \), which is shown in the middle panel. The analysis of \( \omega_8^I \), which is shown in the bottom panel can be done in a similar way.

Figure 5.10 shows a comparison of the full excited state spectrum (obtained through excitation with the full control laser \( \mathcal{E}^I \)) in shaded with the spectrum obtained by the exposure to the single frequency component \( \omega_6^I \). One sees, that this single frequency causes a peak similar to the main peak of the full spectrum. This is surprising at first sight, since \( \omega_6^I \) is the resonance frequency to excite the system from its ground state into its second excited state and as shown in the top panel, the second excited state (labeled '2', depicted in blue crosses) should not have any peaks at this energy. This shows, that calculating the energy differences of the ground state peaks can only lead to a rough analysis of the excitation energies between excited states: There might be transitions to peaks, which do not show up in the ground state spectrum (since their excitation from the ground state might be dipole-forbidden) and others, where the transition between the excited states is dipole-forbidden.

To extract the important frequency components of \( \mathcal{E}^I \) and get further insight into the dynamics of the excitation, we now combine \( \omega_6^I \) with a second carrier frequency to look for subsequent excitations. Again, only a few of the frequencies show effect, namely \( \omega_1 \) and \( \omega_3 \), but since the changes due to \( \omega_6^I \) are minor, we do not analyze this combination.
further but concentrate on the combination with \( \omega_{I} \). Note, that the same holds true for the case, where we analyze the combinations with the carrier frequency \( \omega_{9} \) (shown in the bottom panel). By combining \( \omega_{6} \) with the laser component at \( \omega_{1} = 0.122 \text{ a.u.} \) (green spectrum) we are able to reconstruct already most of the features in the depicted energy range and to create an absorption peak in the visible, which is even slightly higher than the one created by the full pump \( \mathcal{E}^I \). This is partially “corrected” by adding the component at \( \omega_{8} \), which modifies the main peak in the visible in the direction of the one obtained by \( \mathcal{E}^I \). As can be seen in the figure, this combination of the three frequency components at \( \omega_{1} , \omega_{6} \) and \( \omega_{8} \) almost completely reproduces the spectrum obtained in the energy range \([0.0-0.3]\) a.u..

By exposing the system to combinations of the frequency components of the pump pulse, we were therefore able to identify the main driving frequencies of the multi-step excitation. A possible application of this knowledge would be to start a new optimization in a search space consisting of only these three frequencies. As a side effect of this analysis we even found a pulse, that produces a higher absorption in the visible than the optimized one – the one, that only consists of the components at \( \omega_{6} \) and \( \omega_{1} \). Therefore, one would expect the algorithm to follow this path in future iterations, diminishing the frequency component at \( \omega_{8} \).

### 5.2. Approach II: Spectrum of an Excited Kohn-Sham Orbital

As we have seen in the last section, the optimizations obtained with our first approach are not very impressive. We have found that the choice of the optimization space is crucial to obtain good results; unfortunately, the identification of a good search space is not easy. One could in principle choose a very large search space hoping that it contains the right region, but then the optimizations become prohibitive: the number of optimization steps grows super-linearly with the search space dimension. Each of these steps requires one time evolution under the influence of the pump pulse and four time evolutions to obtain the spectrum after the excitation. In the following, we present a different approach, that cuts back on the required computational resources by getting rid of the time evolution after the laser. In this approach, the optimization is divided into two steps: In the first step, we analyse the ground state spectrum for promising excited many-body states,
and in the second step we look for a laser pump pulse that drives the system, at least approximately, into these excited states. The procedure is the following:

I First, we perform an analysis of the ground state absorption spectrum, which can be computed with the real-time propagation technique, or with the Casida equations. One can then identify states that (1) are strongly dipole-coupled to the ground state, and (2) are separated energetically to other excited states in the visible range, so that their absorption spectrum is likely to contain features in that range.

II We then analyze the excited state in terms of the Casida ansatz for the excited states \[|\Psi_i\rangle \approx \sum_{ij\sigma} c_{ij\sigma} \hat{a}_{j\sigma}^\dagger \hat{a}_{i\sigma} |\Phi_0\rangle, \] (5.4)

where \(\Psi_0\) is the ground state KS determinant, and \(\hat{a}_{j\sigma}^\dagger \hat{a}_{i\sigma}\) is a creation-annihilation operator pair that substitutes the occupied \(i\sigma\) KS orbital by the unoccupied \(j\sigma\) orbital (\(i\) and \(j\) run over the spatial orbitals, and \(\sigma\) is the spin index). The coefficients \(c_{ij\sigma}\) are obtained from the solution of the Casida equations. The resulting states are approximations to the true excited many-particle states.

III We are interested in those excited states that are composed primarily of one dominant single-particle excitation, i.e. those for which the previous linear combination of determinants is dominated by only one of them. Note, however, that we are considering spin-restricted calculations, and therefore, even pure “single-particle” excitations are in fact necessarily composed of two Slater determinants, i.e.:

\[|\Psi_i\rangle = \frac{1}{\sqrt{2}} \left[ \hat{a}_{j_1\uparrow}^\dagger \hat{a}_{i_1\uparrow} + \hat{a}_{j_2\downarrow}^\dagger \hat{a}_{i_2\downarrow} \right] |\Psi_0\rangle. \] (5.5)

IV Once we have identified interesting excited states according to those criteria, we construct the Kohn-Sham determinants that approximate them, by substituting the corresponding occupied by unoccupied orbitals. We then compute the excited state spectra of these approximate excited states to confirm that they have good response properties in the visible (a fact that is not guaranteed, since the excited state to excited state transitions could be dipole-forbidden). In this manner, we select the excited state with the spectrum, that is most convenient for our purpose, e.g. that has the largest absorption in the visible.

V This will be the target state for step two: we use an optimal control algorithm to
find a pump pulse that excites the system from its ground state into this target state.

Note that, in the spin-restricted setup that we are using, the simple swap of an occupied by an unoccupied orbital results in fact in a double excitation, that cannot be used to approximate the excited states that we are targeting. As mentioned above, these are necessarily composed of two Slater determinants, with unoccupied KS orbitals of opposite spins. We want, however, to use only one Slater determinant, and in order to do so, we employ the following further approximation: we swap the occupied state \( i \) by a linear combination, with equal weights, of \( i \) and the unoccupied state \( j \). The resulting KS determinant has the same density as the single particle excitation composed of the two Slater determinants.

In the following, we demonstrate the procedure using the example of the Methane molecule as described before. In order to be able to perform the Casida analysis, we return to the neutral Methane. This is necessary, because due to the three-fold degeneracy of the KS HOMO, one has to use fractional occupations for the cation in order to converge the ground state density, and our implementation of the Casida method does not allow for fractional occupation numbers. The calculations were performed in a spherical box of radius \( r = 45 \) a.u. with 15 a.u. absorbing boundaries and a spacing of 0.3 a.u.. Again, the LDA functional in combination with ADSIC was used.

The ground state spectrum of Methane using the LDA-ADSIC functional is shown in Figure 5.11. One candidate for a target state is the first excited state \( \epsilon_1 = 0.379 \) a.u. From here, there might be interesting transitions to \( \epsilon_3 = 0.458 \) a.u., \( \epsilon_4 = 0.471 \) a.u., \( \epsilon_5 = 0.491 \) a.u. and \( \epsilon_6 = 0.496 \) a.u.. With excitation energies between \( \omega_{1 \rightarrow 3} = 0.079 \) a.u. (= 577 nm) and \( \omega_{1 \rightarrow 6} = 0.117 \) a.u. (= 389 nm) all of them lie in the desired energy range. An analysis of the Casida excitations furthermore reveals, that there are more transitions in this energy range, which do not appear in the ground state spectrum, because their excitation from the ground state is dipole-forbidden. Nonetheless, they might contribute to the excited state spectra. Also interesting as target state are the second excited state \( \epsilon_2 = 0.425 \) a.u. and the third excited state \( \epsilon_3 \). From both, excitations in the visible can be found. Analyzing \( \epsilon_1 \), we find that it is three-fold degenerate and contains contributions from the KS excitations \( \varphi_2 \rightarrow \varphi_5, \varphi_3 \rightarrow \varphi_5 \) and \( \varphi_4 \rightarrow \varphi_5 \) (\( \varphi_i \) being the involved KS orbitals). By applying a small electric field during the ground state calculation, one can align the KS orbitals in such a way, that one of the three versions of \( \epsilon_1 \) belongs to a
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Figure 5.11.: Ground state spectrum of Methane using the LDA-ADSIC functional.

single KS excitation, e.g. consists to almost 100 % of the excitation $\phi_4 \rightarrow \phi_5$. This transition is then used for two different excitations. In the first, we transform the 4th KS orbital $\phi_4$ into $\phi_5$. This can be interpreted as a double-excitation from the HOMO into the LUMO. Accordingly, half of this transformation, i.e. transforming $\phi_4$ into a linear combination of $\phi_4$ and $\phi_5$ with equal weights: $\phi_4 \rightarrow 1/\sqrt{2}(\phi_4 + \phi_5)$ results in the same density as exciting a single electron from the HOMO into the LUMO and can therefore be interpreted as such.

In the same way, we find that $\epsilon_2$ (which belongs to the HOMO $\rightarrow$ LUMO+1 transition) consists in transforming two of the degenerate KS orbitals $\phi_2$, $\phi_3$ and $\phi_4$ into linear combinations of themselves with one of the also degenerate KS orbitals $\phi_6$, $\phi_7$ and $\phi_8$, e.g. at the same time transforming $\phi_3 \rightarrow 1/\sqrt{2}(\phi_3 + \phi_8)$ and $\phi_4 \rightarrow 1/\sqrt{2}(\phi_4 - \phi_7)$. This forms the third excitation, that we perform. After the transformations are made, the spectra of the so-created excited-states are calculated. They are shown in Figure 5.12 in the bottom panel while the top panel shows the many-body excitation energies as obtained from the ground state spectrum (energy differences to higher and lower lying states are depicted). The excited-state spectra confirm, that all three excitations lead to strong absorption in the visible. We also see, that both - the peaks of the single and of the
double excitation from the HOMO into the LUMO (HOMO-LUMO (1e) and HOMO-LUMO (2e)) are at energies, where $\epsilon_1$ should have peaks according to the frequency analysis shown in the top panel. The case of the HOMO $\rightarrow$ LUMO+1 excitation is not clear though. The new peak in the spectrum is at an energy, where only $\epsilon_1$ should have peaks.

In the second step, we would now have to find a laser, that excites the system into the state, that we put it into manually. This could be done using a quantum optimal control algorithm. Unfortunately, there was not enough time to finish the quantum optimal control calculations for this thesis. However, I did some test runs, where I exposed the system to pulses with carrier frequencies around the many-body resonance frequency. Particularly in this system, due to the degeneracy of the KS-HOMO, it was important to chose the laser polarization in accordance to the orientation of the KS-orbitals. These
test runs were done in a very small box, so the results are not necessarily reproducible in a bigger box neither. What I found during these optimizations, was, that for the system in question, it was necessary to dynamically “retune” the carrier frequency during the exposure to the pump. For the small system I was able to achieve a considerable excitation using this retuning technique. Together with the known problem of achieving full excited state populations using standard approximate adiabatic xc-functionals of TDDFT, this could give first hints to the necessity of combining Quantum-OCT with chirped pulses to obtain a satisfying excitation into higher states in the TDDFT formalism.

5.3. Summary and Conclusions

In this chapter, we have presented two ways of optimizing the absorption in the visible region and how they can be used in combination with TDDFT. In the first approach, we define a target function – the integral over the visible region of the excited-state absorption spectrum – and optimize the coefficients of a pump pulse, which was given as linear combination of components with different carrier frequencies (the search space) to maximize the target function, which was calculated from the excited state spectrum after a certain delay time. The coefficients were the only components that were varied; phases, duration and polarization of the pump as well as the delay between pump and probe were kept fixed during the optimization. The algorithm was tested for a one-dimensional Hydrogen model, which was solved exactly, one-dimensional Helium, which was used to compare exact and TDEXX treatment and for singly-ionized Beryllium, which was only treated within the TD-ALDA framework. The carrier frequencies included in the search space belonged to the wavelengths $\lambda = 800$ nm and $\lambda = 1450$ nm, two standard laser wave lengths and their higher harmonics.

We found that this search space was appropriate for both Hydrogen and Helium in the exact treatment. In both cases, the search space included the transition energy from the ground state into the first excited state and the algorithm was able to take advantage of this resonance to excite electrons into excited states and create absorption peaks in the visible. In the case of Helium, even subsequent excitation into higher excited states took place, further improving the absorption in the target region. In comparison, the TDEXX optimization of Helium did not lead to satisfying results. We found that this was due to different ground-state excitation energies of the exact model and the TDEXX treatment.
While in the exact case, the resonance between the ground state and the first excited state was included in the search space that was not true for the TDEXX case, where a resonant excitation into the first excited state was not possible. This demonstrates the importance of an appropriate design of the search space. When we adapted the search space by replacing the exact excitation energy by its TDEXX equivalent, we found that an excitation was achieved, creating features in the visible, which were shifted with respect to the exact ones. We found that it was hard to tell, if the emerging peaks came from subsequent excitations or were just shifted with respect to the exact ones, since TDDFT does not allow for a real population analysis.

The importance of resonances in the design of the search space also becomes clear in the case of singly-ionized Beryllium in TDALDA treatment. Here, the optimization algorithm clearly enhances the amplitude of the laser frequency belonging to the resonant excitation of the first excited state from the ground state. This leads to the creation of a peak in the optimization region with unknown origin. From this example, we also learn that the ground state spectrum can only give us a few possible excited-state excitation peaks. Not all excited-state transitions that we can calculate based on the ground state spectrum will be allowed and not all allowed excited-state transitions are deducible from the ground state spectrum.

We also analyzed the time-dependence of a non-stationary state spectrum in TDDFT, using the example of Helium, which was excited into a linear combination of ground state and first excited state. We found that in this linear combination, the TDEXX oscillations in the spectrum were related to the many-body excitation energy as one would expect. Nonetheless, the oscillations were twice as fast as the predicted ones. Analyzing this behaviour in TDDFT is the goal for future work.

We then moved on to Methane and doubly-ionized Methane, which is more convenient for computational purposes due to it having two fewer electrons (and therefore being computationally less expensive) and also because it has more unoccupied, bound states. We learned that the chosen search space was not suitable for Methane. Furthermore, we found that the algorithm favours the excitation of box states, leading to a large, but unfortunately unphysical absorption in the optimization region. We found that this problem can partially be solved by introducing absorbing boundaries and an exponential penalty factor for ionization. For doubly-ionized Methane, we designed two search spaces taking into account its resonances. The first search space was based on subsequent
excitation, the second one on excitation of states close to the ionization threshold and subsequent stimulated relaxation into the lower excited target states. We found that both approaches enable us to construct pump lasers, which do improve the absorption in the visible. Furthermore we found that an analysis of the involved excitations can yield some insight into the dynamics of excitation, but exactly identifying the mechanisms is difficult.

Regarding the technical aspect, we found that whilst this optimization scheme in principle works, it requires vast computational resources due to its multiple time propagations. An intelligent design of the search space can cut down on the resources needed, but is hard to do in practice since the ground state spectrum does not provide any information on whether inter-excited-state transitions are allowed or not. The second approach developed cuts down on computational resources within the optimization by splitting the optimization into two steps. In the first step, a KS excited state with desirable features is identified. For neutral Methane, we were able to find three interesting KS excited states. In the second step, a laser is found that excites the system from the ground state into this KS excited state. To this end, efficient quantum optimal control algorithms can be used. Finding these pulses is the goal for future work.
6. Conclusions and Outlook

“I gotta stop somewhere - I’ll leave you something to imagine.”

Richard Feynman - Symphony of Science

In this thesis, I studied how to analyze and control transient spectra using exactly solvable model systems and first principles real-time time-dependent density functional theory. Normally, TDDFT is used for the description of the response of systems in their ground state. Here, I showed how TDDFT can be used to study time-resolved pump-probe experiments in an excited state and assessed the possibility of combining TDDFT with Quantum Optimal Control Theory in order to tailor pump pulses for enhancing (or reducing) some given features of the probe absorption. This provides a tool for the interpretation of fast evolving attosecond time-resolved spectroscopic experiments and a method to design control experiments.

In the first part, I studied the problem of describing ultrafast (attosecond scale) time-resolved absorption and photoemission in finite systems with TDDFT. I demonstrated, that TDDFT can be successfully employed to describe the dynamics of electronic excited states in atoms and molecules. I illustrated this with three applications: the one-dimensional Helium model, the three-dimensional Helium atom and the Ethylene molecule. Using a one-dimensional Helium model, I showed how in the exact case, it is possible to recover information about state populations through a comparison of perturbed and unperturbed absorption cross-sections, and that the population evolution in time can be described in terms of Rabi physics. From the TDDFT calculations of the same system, one may conclude that the results obtained with the adiabatic EXX potential are in good agreement with the exact solution, although small artifacts appear.
due to the incorrect description of the functional memory dependence.

Using the same functional, I investigated the Helium atom in a more realistic three-dimensional treatment, where I performed resonant pump-probe calculations monitoring both absorption and photoemission properties of the excited atom. TAS turned out to be a sensible tool to monitor the build-up of the excited state. TRPES also allowed the characterization of the excitation process in time. However, due to a dominant ionization channel associated with sequential two (pump) photon absorption, the information about the excited state population was less apparent. Nonetheless, the TRPES is rich in information; for example it can be angularly resolved in order to obtain the photoelectron angular distribution (PAD), which is sensitive to the geometrical arrangement of the ionized state, and is a useful tool to discern the nature of each photoelectron peak. Finally, I found that for the case of the Ethylene molecule, the PAD for ejected electrons was able to provide clear evidence of the occurrence of a $\pi \to \pi^*$ transition and to study its time evolution.

In addition to numerical modeling a theoretical understanding of the described processes would be useful. Therefore, in the second part I took a detailed look at the origin and the control of spectral excited-state features in the non-overlapping regime using the example of Hydrogen. First I carefully analyzed general features of excited-state spectra. Using a general Lehmann representation of the response function, I analyzed the main differences between spectra obtained from (i) the ground state, (ii) stationary states and (iii) non-stationary states. I found that whilst in all cases the peak positions are fixed at the many-body transition frequencies, the heights of the transition peaks as well as their shape depend on the state, i.e. they depend on the expansion coefficients of the wave functions in the eigenbasis. If there are no continuum contributions, ground state and excited stationary state spectra have only Lorentzian-shaped peaks: positive ones in the ground state case, and both positive and negative ones in the excited state case. Furthermore, the peaks are time-independent. For the non-stationary states I found that their spectra can be divided into (i) stationary contributions, which are the stationary spectra from the respective states scaled by their population, and (ii) interference terms. The stationary contributions have Lorentzian shape and are time-independent, while the interference terms are responsible for the time-dependence of the spectrum. They oscillate with a frequency proportional to the energy-difference of the involved states and their shape oscillates between Lorentzian and Rayleigh type.
The time-dependence of the spectrum would be reflected in the color, perceived by the human eye when illuminating a macroscopic coherent sample with light. Its periodicity leads to a time-dependent periodic change of color. This “time-dependent color”, if shown in a chromaticity diagram, forms a closed trajectory. Nonetheless, one has to take into account, that in a realistic macroscopic sample, not all molecules are in the same state at the same time. Therefore, one has to take the time-average of the spectrum, which leads to a spectrum, that only contains stationary contributions. Also, the human eye is not able to capture such fast oscillations, and therefore the resulting impression would also reflect the time average.

In the third part, I used Quantum Optimal Control Theory to optimize excited state spectra. I took three different approaches, one based on analytical models, the other two based on TDDFT. The first one is a viable option for systems whose behaviour can be, after some assumptions, modeled with few-level models, therefore allowing to understand the optimization processes analytically. For these cases, given a certain dipole-coupling structure, one can use the theory of Rabi oscillations to describe the excitation of a system into a non-stationary state. I performed the necessary derivations for a three-level system, but it can easily be adapted to include more levels. For a three-level system, I showed how to use the Rabi-description to derive a laser-pulse, that excites an electron from its ground state into a non-stationary target state. I found that whilst the envelope of the control-laser is responsible for controlling the populations of the involved states, their relative phases are governed by the phase of the laser pulse. I showed, that this model is valid for the excitation of Hydrogen from its ground state into a linear combination of the $|2p_z\rangle$ and the $|3p_z\rangle$ state and was able to obtain an overlap of 96% with the target state, where the missing few per cent were due to the coupling to states outside of the three-level assumption. I concluded that the proposed model provides a good description of the control of Hydrogen.

I also analyzed the time-dependence of a non-stationary state spectrum in TDDFT, using the example of Helium, which was excited into a linear combination of ground state and first excited state. I found that, in this linear combination, the TDDFT oscillations in the spectrum were related to the many-body excitation energy as one would expect. Nonetheless, the oscillations were twice as fast as the predicted ones. Analyzing this behaviour in TDDFT is the goal for future work. In this context, investigating the existence of a Lehmann representation of the TDDFT response function of an excited state
(and if it exists, deriving it) would be helpful. I then presented two ways of combining Quantum-OCT with TDDFT to optimize excited state spectra. In the first approach, I used a gradient-free quantum optimal control algorithm to maximize the integral over the visible region of the excited-state absorption spectrum. The laser was expanded in a sinusoidal basis set and its expansion coefficients taken as control parameters while phases, duration and polarization were kept fixed. The choice for a gradient-free algorithm was motivated by the heavy computational demands found when attempting gradient-based ones; I also derived the Quantum Optimal Control equations that provide the gradient for this type of optimization, but concluded that the resulting scheme was not computationally viable.

The gradient-free algorithm was tested for a one-dimensional Hydrogen model, which was solved exactly, one-dimensional Helium, which was used to compare exact and TDDFT treatment and for singly-ionized Beryllium, which was only treated within the TDDFT framework. It was then used to assess the feasibility of optimizing a poly-atomic molecule using the examples of neutral and doubly-ionized Methane. I found that a search space consisting of frequencies of two standard laboratory lasers and their higher harmonics was appropriate for the exact models, since it included the excitation energy from the ground state into the first excited state in both cases and the algorithm was able to take advantage of this resonance to excite the system and create absorption peaks in the visible. In the case of Helium, even subsequent excitation into higher energy states took place, further improving the absorption in the target region.

In comparison, the TDDFT optimization of Helium did not lead to satisfying results due to different ground-state excitation energies of the exact model and the TDEXX treatment. While in the exact case the resonance between ground state and first excited state was included in the search space, that was not true for the TDEXX case, where a resonant excitation into the first excited state was not possible. This demonstrates the importance of an appropriate design of the search space. When I adapted the search space by replacing the exact excitation energy by its TDEXX equivalent, I found that an excitation was achieved, creating features in the visible, which were shifted with respect to the exact ones. The attempt to ascertain the reason for this shift was hampered however by one significant deficiency of TDDFT: it does not permit a real population analysis (as the true many-body wave functions are not accessible). Due to this fact, it was not possible to tell if the emerging peaks were due to subsequent excitations, or were
just the original peaks, but shifted due to the TDDFT functional approximation error.

The importance of resonances in the design of the search space also became clear in the case of singly-ionized Beryllium in TD-ALDA treatment. Here, the optimization algorithm clearly enhanced the amplitude of the laser frequency belonging to the resonant excitation of the first excited state from the ground state. This leads to the creation of a peak in the optimization region, although of unknown origin. This example demonstrates that the ground state spectrum can only give us a few possible excited-state excitation peaks. Not all excited-state transitions that one can calculate based on the ground state spectrum will be allowed and not all allowed excited-state transitions are deducible from the ground state spectrum.

I then moved on to Methane and doubly-ionized Methane. Since the optimization of Methane with the previously chosen search space failed, for doubly-ionized Methane I designed two search spaces based on its resonances. The first search space was based on subsequent excitation, the second one on a combination of excitation and stimulated relaxation. I found that both search spaces included pump pulses that lead to absorption in the visible. Furthermore I found that an analysis of the involved excitations can yield some insight into the dynamics of excitation. A cleaning of the pulse in terms of its frequency components can help to learn more about the involved dynamics, but exactly identifying the mechanisms is cumbersome. Perhaps the main computational challenge of the technique used for these optimizations was the necessity of a large simulation box in real space. The high intensity fields, in combination with the choice of the target, favours the excitation of “box states” (i.e. excitations that appear due to the existence of a finite simulation box), leading to a large, but unfortunately unphysical absorption in the optimization region. The partial solution to this problem was found to be the introduction of absorbing boundaries, and the inclusion to an exponential penalty factor for ionization in the definition of the target. I conclude that while the optimization scheme in principle works, it nevertheless requires vast computational resources due to its necessity of multiple time propagations. An intelligent design of the search space can cut down on the resources needed, but is hard to do in practice since the ground state spectrum does not provide any information on whether inter-excited-state transitions are allowed or not.

The second approach developed cuts down on computational resources within the optimization by splitting the optimization into two steps. In the first step, a KS excited state
with desirable features is identified. For neutral Methane, for example, three interesting
KS excited states could be identified. In the second step, a laser is found, that excites the
system from the ground state into this KS excited state. To achieve this goal, efficient
quantum optimal control algorithms could be used. Finding these pulses should be done
in the near future based on the finding of the present PhD thesis.

The theoretical and computational framework developed here is a useful tool to under-
stand and to control non-equilibrium electronic dynamical processes.

First, we created a toolbox for simulating pump-probe experiments with the help of first
principle real-time real-space time-dependent density functional theory by implement-
ing TRPES and TAS into the octopus code. Creating these kind of toolboxes enables
us to simulate experiments on the computer. New emergent properties of matter in
the strong-coupling regime could appear that might give rise to new technological de-
velopments. Furthermore, monitoring electron and ion-dynamics provides fundamental
insights into structure (i.e. time-resolved crystallography) and chemical processes in bi-
ology and materials science (e.g. for energy applications). There is plenty of room for
new and fascinating discoveries about the behavior of matter under out-of-equilibrium
conditions.

But being able to simulate does not necessarily mean understanding if the tools to inter-
pret the findings are missing. A microscopical understanding of the underlying processes
is therefore required – or at least useful. Thus, I analysed the general properties of
non-equilibrium excited-state spectra using a modified Lehmann representation, where
I analysed positions and shapes of the spectral peaks. This analysis in addition to pro-
viding understanding of the structure of excited-state spectra, also helps to understand
the possibilities and restrictions to the control possible, for example the fact, that in
the non-overlapping regime, the positions of the resonances are an inherent property of
the system and therefore controllable only through the weights of the peaks. Having
a detailed understanding of the time-dependence of excited-state spectra can also be
used to investigate properties of excited-state spectra in a TDDFT description and help
to identify shortcomings of current adiabatic exchange and correlation functionals, e.g.
could we show, that in the current implementation, excited state spectra exhibit incorrect
shapes and an incorrect time-dependence. Further work in this direction is required and
could be combined with the search for a KS excited state response function (or solving
the question about its existence). Both the implemented pump-probe toolbox as well as
the analysis of the excited state spectral properties were then combined with Quantum-
OCT (analytical and numerical) to control and modify excited-state spectra of atoms and molecules for a given purpose. I illustrated the concept with optimizing a system to absorb as much light as possible in a given range of the spectrum, e.g. in the visible, turning a previously transparent sample opaque.

Whilst I could show, that the developed optimization algorithm in principle works and that TDDFT is a suitable candidate to describe out-of-equilibrium spectroscopy experiments and solve the related control-questions, I could also identify fundamental caveats that need to be addressed in the future. From the computational perspective, it became obvious that the computational requirements are too big to tackle large molecules and systems. Therefore, schemes to reduce the model complexity and smarter system representations are needed. Much work has already been done to improve the speed of TRPES calculations using massive parallelization strategies, but a similar development for TAS (and consequently for the control of absorption properties) is still missing. More importantly, from the fundamental point of view, TDDFT is still in clear need of more precise non-adiabatic exchange and correlation functionals, capable of providing a reliable description of non-equilibrium processes and strong light-matter interaction. Clearly, the methods presented here will automatically benefit from any theoretical advance in this direction. This is particularly apparent in the part of the thesis about control, where a correct description of resonant excitation is necessary. On the other hand, performing Quantum-OCT on the resonant excitation of states could provide deeper insight into the failures of current functionals. Finding pulses, that do achieve a sufficient excitation by “tracking” the TDDFT resonances could give insights into the time-dependence of the TDDFT energy levels. Conversely, the developers of new functionals may take into account the correct description of pump-probe experiments as a useful quality test.
A. The Downhill-Simplex Algorithm

The downhill-simplex algorithm, also known as Nelder-Mead or amoeba algorithm is a gradient-free optimization method proposed by John Nelder and Roger Mead in 1965 [222]. It is based on a simplex, the simplest volume in a N-dimensional parameter space, which is spanned by N+1 points. Examples include a line-segment in one dimension, a triangle on a plane, a tetrahedron in a three-dimensional space and so on. Given a continuous function \( y = f(x_1, \ldots, x_N) \), the goal is to find the minimum \( y^m \) and its corresponding position \( x^m \) using reflection, contraction, compression and expansion.

One starts the algorithm by choosing N+1 starting points \( x_1, x_2, \ldots, x_{N+1} \). Then one follows the following scheme (The different operations are illustrated in Figure A.1):

I Ordering: Evaluate \( f(x^i) \) and order them according to the values of their vertices
\[
 f(x^1) \leq f(x^2) \leq \cdots \leq f(x^{n+1}) \quad (A.1)
\]

II Reflection: Calculate the mirror center
\[
 x^s = \frac{1}{N} \sum_{i \neq \text{max}} x^i \quad (A.2)
\]
from all points but the worst \( x^{\text{max}} \). Reflect \( x^{\text{max}} \) at the mirror center using the reflection coefficient \( \alpha \)
\[
 x^r = x^s - \alpha(x^{\text{max}} - x^s) \quad (A.3)
\]
If \( f(x^1) \leq f(x^r) \leq f(x^n) \), i.e. the reflected point is better than the second worst, but not better than the best, replace the worst point \( x^{n+1} \) by the reflected point \( x^r \) and go back to step 1.

If \( f(x^r) \leq f(x^1) \), i.e. \( x^r \) is the best point so far, go to step 2. If the reflected point is not better than the second worst, contract (go to step 4).

III Expansion: If the \( x_r \) is the new minimum, one expects to find interesting points
in this direction, therefore one makes a bigger step in the reflection direction, using the expansion coefficient $\gamma$:
\[
x^e = x^s - \gamma(x^{n+1} - x^s).
\] (A.4)

Replace the worst point $x^{n+1}$ by whichever is better, $x^e$ or $x^r$ and go back to step 1.

IV **Contraction:** If the reflected point is not better than the second worst, one expects to be able to find a better value inside the simplex. Therefore compute the contracted point $x^c$ using the contraction/compression coefficient
\[
x^c = x^s + \beta(x^{n+1} - x^s)
\] (A.5)

If $f(x^c) \leq f(x^{n+1})$, i.e. the contracted point is better than the worst point, replace the worst point by $x^c$ and go back to step 1. Otherwise continue at step 5.

V **Reduction:** For all but the best point $x^1$, replace the point by its reduced version
\[
x^i = x^1 + \beta(x^i - x^1).
\] (A.6)

Go back to step 1.

The reduction handles the case, that contracting away from the largest point increases $f$. Since this should not happen close to a non-singular minimum, one contracts towards the lowest point, hoping to find a simpler landscape.

Usually the parameters are chosen as $\alpha = 1$, $\beta = 1/2$ and $\gamma = 2$, which are the parameters suggested by Nelder and Mead and which they showed gave the best results for a set of test cases [222].

**Local Minima:** As with many optimization algorithms, there is the danger of converging into a local minimum. There are several approaches to dealing with this problem, all of them centered around stopping the algorithm at some point and at this point, starting from the best value $x^1$ at this point, construct a new initial simplex and restart the algorithm. When to stop the algorithm (if after a fixed set of steps or randomly) and how to create the new initial simplex varies between the approaches.
Figure A.1.: The four methods used in the Downhill-Simplex algorithm. (a) Reflection, (b) expansion, (c) contraction, and (d) compression. Taken from [4].
B. The Optimization Procedure - Scheme 1

The implementation of the optimization algorithm was done in Python, using the scientific libraries scipy and numpy. The reason to use python, is that it is easy to program and that there is a huge variety of predefined libraries, that can easily be included.

The ones needed are numpy, scipy, subprocess, os, shutil, linecache, pickle (and amoeba or fmin from the scipy library (see B.4).

As pointed out in Section 2.6.3 and Section 5.1, the algorithm optimizes one of the two target functionals

\[ \varepsilon^A_\tau [\delta'] = \int_{E_{\text{min}}}^{E_{\text{max}}} \bar{\sigma}_\tau[\delta'](E) dE, \]  
(B.1a)

\[ \varepsilon^B_\tau [\delta'] = \int_{E_{\text{min}}}^{E_{\text{max}}} \bar{\sigma}_\tau[\delta'](E) \exp\left(-\gamma \frac{N_0 - N_{TP}[\delta]}{N_0}\right) dE, \]  
(B.1b)

where \( \bar{\sigma}_\tau[\delta'](E) \) is the average absorption coefficient of the system at a given time delay \( \tau \) after the pump pulse \( \delta'(t) \) and \( E_{\text{min}} \) and \( E_{\text{max}} \) define the optimization region – the energy range, where the absorption is optimized. \( N_0 \) and \( N_{TP} \) are the number of electrons in the system at the beginning and the end of the pump pulse, so that the term \( \exp\left(-\gamma \frac{N_0 - N_{TP}[\delta]}{N_0}\right) \) inflicts a punishment of strength \( \gamma \) on the system due to ionization.

The control pulse is defined in a parametrized representation, the optimization parameters are the expansion coefficients of the laser in the sine basis.

\[ \delta_m(t) = \sum_i \epsilon_i^m \sin(\omega_i t) \Theta(t)\Theta(T_P - t) \]  
(B.2)

Pump duration \( T_P \) and polarization (depending on the symmetry of the system) are fixed, as well as the delay \( \tau \) between the end of the pump and the probe pulse. We
exclusively work in the non-overlapping regime, where the system is probed after the end of the pump pulse (i.e. $\tau \geq 0$).

Each optimization iteration consists of two steps. In the first step, the system is evolved under the influence of the pump pulse $\mathcal{E}_m(t)$ for the time $T_p$. In the second step, the absorption after a given delay time $\tau$ is calculated by obtaining the absorption spectrum from a time-evolution as described in Section 2.4.5: The system is probed with a delta perturbation at the time $T_p + \tau$ and the system is evolved for the “spectrum time” $T_S$ afterwards. Finally, $\varepsilon_\tau [\mathcal{E}_m]$ is calculated from the average absorption coefficient $\bar{\sigma}(\omega, \tau)$ (2.54).

At the end of the optimization, the average polarization under the influence of the optimal pump laser is converged with respect to the box size and the system is propagated for a longer time $T_S$ to obtain a more detailed spectrum.

The main part of the program is the definition of two classes - the octopus and the optimization class and a few functions. The octopus class includes everything, that has to do with octopus and is different for each system, the optimization class defines everything else and is the same for all optimizations, it basically constitutes the wrapper around everything.

**B.1. The Octopus Class**

The octopus class has the attributes shown in Table B.1, a constructor, a routine to write input files, several run routines (run, run_gs, run_laser, run_response) and finally a routine to calculate the spectrum. Each of the run routines consists in linking or copying the necessary files (see Section B.5), creating the necessary input files and running the main run routine, which runs the specified executable on the specified number of nodes. The calculate_spectrum routine runs the octopus utility to obtain the cross section vectors for each of the kick directions and calculates the average absorption from them.

**B.2. The Optimization Class**

The optimization class has the attributes shown in Table B.2, a constructor, and a call routine, which takes as input a set of laser coefficients – the optimization parameters
### B.2. THE OPTIMIZATION CLASS

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>parallel</td>
<td>Path of the octopus executable (parallel)</td>
</tr>
<tr>
<td>runmode</td>
<td>Serial or parallel executable</td>
</tr>
<tr>
<td>spectrum</td>
<td>Path of the oct-propagation_spectrum executable</td>
</tr>
<tr>
<td>ncore</td>
<td>Number of cores to use for parallel calculations</td>
</tr>
<tr>
<td>np</td>
<td>Number of nodes to use for parallel calculations</td>
</tr>
<tr>
<td>lasertime</td>
<td>$T_P$</td>
</tr>
<tr>
<td>spectime</td>
<td>$T_S$</td>
</tr>
<tr>
<td>dt</td>
<td>time step</td>
</tr>
<tr>
<td>laserfrequencies</td>
<td>frequencies of laser</td>
</tr>
<tr>
<td>machine</td>
<td>cluster, where it is running</td>
</tr>
<tr>
<td>dim</td>
<td>number of dimensions</td>
</tr>
</tbody>
</table>

Table B.1.: Attributes of the octopus class.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>octopus</td>
<td>an instance of the octopus class mentioned above</td>
</tr>
<tr>
<td>$E_{\text{min}}$</td>
<td>lower boundary of the optimization window</td>
</tr>
<tr>
<td>$E_{\text{max}}$</td>
<td>upper boundary of the optimization window</td>
</tr>
<tr>
<td>nelectrons</td>
<td>number of electrons in the system $N_0$</td>
</tr>
<tr>
<td>gamma</td>
<td>punishment $\gamma$</td>
</tr>
<tr>
<td>iter</td>
<td>number of iteration, where the run started from (for restarting purposes)</td>
</tr>
</tbody>
</table>

Table B.2.: Attributes of the optimization class.
at that iteration. The call routine takes the laser coefficients, sets the right links and then runs one after the other the run routine of the octopus class: laser propagation (run_laser), the necessary (n+1) time evolutions after the kick, the octopus tool, that obtains the cross section vectors and a function combing the cross section vectors to obtain the average absorption coefficient (all together combined in the run_response routine). Finally, it uses another function get_epsilon to obtain \( \varepsilon \) (either A or B), which it returns to the main program.

### B.3. The Main Program

The main program knits everything together in the following order

I reads laser frequencies from laserfrequencies.dat, which contains a list of all the laser frequencies included in the search space  
II reads octopus class attributes (see Table B.1) from optimizationparameters.dat  
III initializes octopus class  
IV reads iteration file: does it restart (if so from which iteration) or start from scratch  
V if it starts from scratch: reads the initial coefficients file (containing a list of all the initial coefficients in the same order like the laser frequencies) and feeds them into the minimization algorithm (fmin or amoeba). Otherwise: restarts  
VI waits for convergence

### B.4. Implementation of the Simplex-Downhill - Amoeba or fmin

The easiest way to implement the minimization is by taking the fmin routine as it is included in the scipy package. A disadvantage of this solution is, that the fmin routine does not seem to include a restart option. Therefore, I took an implementation of the Simplex-Downhill algorithm, that is provided in the GPAW package (https://wiki.fysik.dtu.dk/gpaw) and adapted it using the pickle package to enable restarting. The implementation of a restart option was necessary for the bigger systems, since they were calculated on clusters, where the maximal run time was limited.
B.5. General Comments on the Implementation

Performing time evolutions is computationally expensive. Several things have to be taken into account: The computational time scales linearly in the simulation time. If one wants to optimize resources, one can calculate the time evolution under influence of the laser, stop and save the result and then fork the calculation into the \((n+1)\) calculations needed for the response. Nonetheless, one has to restrict the time \(T_P\) of the laser influence.

Even more important is the time needed for the response, since this calculation has to be done \((n+1)\) times. But here, one can at least take advantage of the fact, that these \((n+1)\) calculations are independent of each other and are therefore perfectly suitable for parallelization.

Memory and computational time scale to the power of three in the radius of the box. This can be partially compensated by using the code in parallel. Nevertheless, a price for the communication has to be paid. For an overview about the scaling of the \texttt{octopus} code see Ref. [103].

Depending on the network communication of the cluster, writing data can take considerable amounts of time. To save on this time, (i) output and restart files should only be written at the end of each run and (ii) a multipoles-dummy file can be used, which has the correct header (kick strength, kick time, etc). Instead of writing the multipoles file, during the pump time \(T_P\), one can use this file as a dummy, which is then copied into the folders, where the response calculations are performed. This can be done, because the time-evolution of the dipole moment during the pump pulse has no influence on the response.

When using the Downhill-Simplex algorithm, the simplex has to be generated at the beginning, i.e. if one has \(m\) laser frequencies, \(m\) initial evaluations have to be performed. This has to be taken into account, if the time available is limited and no proper restart options are available (e.g. because one uses the \texttt{fmin} algorithm, which does not provide a restart option).
C. Many-Body Tunneling in Exact and Density Functional Theory

C.1. Introduction

In this thesis we have seen some examples of failures of current state-of-the-art approximations to the exchange and correlation energy or potential functional. These failures prompted us to study these limitations from a different perspective, namely from the point of view of the correct description of tunneling. Since this study departs from the main research line of the thesis, we describe it in this separate appendix.

Here, we analyze tunneling in many-particle systems (two, three and four electrons), first exactly, and then using DFT. The goal is to study how interacting electrons tunnel through a barrier from a donor to an acceptor. First, we will look at exactly solvable model Hamiltonians. We will analyze how the resonance conditions for tunneling differ in a fully-interacting system from a system in which the electrons on the donor and the acceptor do not interact among them. To this goal, we compare the exact tunneling points to the ones obtained by simply aligning the ionization potential of the donor with the electron affinity of the acceptor. We then develop a scheme to correct the resonances predicted by this simple alignment to get the exact resonances, by making use only of the densities of the subsystems. This scheme is developed for two electrons and extended to three and four electrons.

We then approach the problem with DFT. We first show that DFT, using the LDA functional, is not able to predict the tunneling behaviour in an interacting two-electron system, and neither is LDA-SIC or spin-polarized LDA. Only the spin-polarized LDA-SIC is able to predict the correct density, but unfortunately the spin-resolved density is not correct. We also compare the exact KS-potential (which is obtained from inverting the exact solution) to the different potentials in LDA, LDA-SIC etc. Finally, the procedure is
analyzed in terms of the KS eigenenergies: these must fulfill some conditions to correctly describe tunneling.

Section C.2 presents the model systems to be studied; Sections C.3 and C.4 present the exact and DFT calculations, respectively.

C.2. A Simple Donor-Acceptor Many-Body Model

Tunneling is often treated in the framework of non-interacting particles. The goal of this appendix is to analyze the influence of the interaction and to predict the necessary conditions for interacting electrons to tunnel through a barrier from a donor to an acceptor. To this end, we solve the many-body Schrödinger equation for a system of \( N \) electrons in one dimension. We compare calculations for a fully interacting system with those of a system in which the interaction between electrons at the donor with electrons at the acceptor is switched off. The corresponding Hamiltonians read

\[
\hat{H}^{(1,2)} = \hat{T} + \hat{V}_{\text{ext}} + \hat{V}_{\text{ee}}^{(1,2)},
\]

where, \( \hat{T} = \sum_{j=1}^{N} -\frac{\partial^2}{\partial x_j^2} \) denotes the one-dimensional kinetic energy and

\[
\hat{V}_{\text{ext}} = \sum_{j=1}^{N} V_{\text{ext}}(x_j)
\]

is the external potential. This external potential is shown in Fig C.1. It describes a system of donor (D) and acceptor (A), separated by a barrier (B). The potential \( V_A \) of the acceptor is fixed to zero, while the potential \( V_D \) of the donor can be varied. This system mimics a tunneling setup, where the potential of the donor can be varied by applying a gate voltage. \( V_B \) is the barrier height, for which we use two different values in the calculations: case (I) (high-barrier case), for well separated subsystems, and case (II) (low-barrier case), where the subsystems coupling is stronger. In both cases, since we want to focus on tunneling from one bound system to another, the vacuum potential \( V_V \) is large in comparison to all other potentials, and is for computational purposes set to infinity.

The Hamiltonians \( \hat{H}^{(1)} \) and \( \hat{H}^{(2)} \) differ in the form of the electron-electron interaction, \( \hat{V}_{\text{ee}}^{(1)} \) or \( \hat{V}_{\text{ee}}^{(2)} \). We will label the corresponding wave-functions, densities, etc, with (1) or
(2) only whenever necessary.

\[ \hat{V}_{ee}^{(1)} = \sum_{j,k,j<k} \frac{1}{\sqrt{(x_j - x_k)^2 + 1}} \] (C.3)

describes a softened Coulomb interaction and

\[ \hat{V}_{ee}^{(2)} = \sum_{j,k,j<k} \left( \frac{\theta(x_j - x_{BD})\theta(x_k - x_{BD})}{\sqrt{(x_j - x_k)^2 + 1}} + \frac{\theta(-x_j + x_{AB})\theta(-x_k + x_{AB})}{\sqrt{(x_j - x_k)^2 + 1}} \right), \]

a truncated softened Coulomb interaction, where electrons, that are localized in different subsystems do not interact with each other. Therefore,

\[ \Delta V_{ee} = \hat{V}_{ee}^{(1)} - \hat{V}_{ee}^{(2)} \] (C.4)

describes the intersystem interaction between electrons on the donor with electrons on the acceptor. The Schrödinger equation can be solved exactly either as the Hamiltonian of one electron in \( N \) dimensions in the external potential \( \hat{V}_{ext} + \hat{V}_{ee} \) \([210]\) or in second quantization with the help of a Jordan-Wigner transformation. The contributions to the

---

Figure C.1.: The external potential \( V_{ext}(x) \) is a double well potential surrounded by vacuum of the energy \( V_V \). The right well is located between \( x_{BD} \) and \( x_D \) and serves as donor (D). Its potential is \( V_D \) and can be varied. The left well is located between \( x_A \) and \( x_{AB} \) and serves as electron acceptor (A). Its potential is fixed to zero for all calculations. Donor and acceptor are separated by a barrier of variable height \( V_B \), which is fixed to two different heights.

The precise definition of the electron-electron interaction potentials is as follows:
Hamiltonian (C.1) in second quantization read

\[
\hat{T} = -\frac{1}{2\Delta x^2} \sum_{l,\sigma} (\hat{c}^\dagger_{l,\sigma} \hat{c}_{l+1,\sigma} + \hat{c}^\dagger_{l+1,\sigma} \hat{c}_{l,\sigma}) + \frac{1}{\Delta x^2} \sum_{l,\sigma} \hat{n}_{l,\sigma}, \tag{C.5a}
\]

\[
\hat{V}_{ee}^{(1)} = \sum_{l,m,\sigma,\sigma'} \frac{\hat{c}^\dagger_{l,\sigma} \hat{c}^\dagger_{m,\sigma'} \hat{c}_{m,\sigma'} \hat{c}_{l,\sigma}}{2\sqrt{(l\Delta x - m\Delta x)^2 + 1}}, \tag{C.5b}
\]

\[
\hat{V}_{ext} = \sum_{l,\sigma} V_{ext}(l) \hat{n}_{l,\sigma}, \tag{C.5c}
\]

where we use a second-order finite-difference scheme for the kinetic energy. In all cases \(\Delta x\) denotes the spacing between the sites.

To study the conditions for electrons to tunnel from donor to acceptor through a barrier, we have to define a tunneling measure. The most natural object to look at is the transferred charge; one possibility to measure it is to simply integrate the number of electrons \(N_A\) on the acceptor

\[
N_A = \sum_{\sigma} \int_{x_1}^{x_{AB}} dx_1 \ldots dx_N |\Psi(x_1\sigma_1, x_2\sigma_2, \ldots, x_N\sigma_N)|^2 \tag{C.6}
\]

as a function of the donor potential \(V_D\), where \(\Psi(x_1\sigma_1, x_2\sigma_2, \ldots, x_N\sigma_N)\) is the ground-state wave-function.

### C.3. Exact calculations

We perform exact many-body ground-state calculations for \(N = 2, 3\) and \(4\) electrons. The calculations for \(2\) electrons are done using the real-space finite-difference code octopus \([101, 102, 103]\), whereas for \(3\) and \(4\) electrons we treated the system in a basis constructed in second quantization. Since the computational effort for calculations with \(N\) electrons on \(N_S\) points in space grows as \((2N_S)^N\), we can obtain a better spatial resolution for \(2\) electrons, while for more than \(2\) electrons we restricted our calculations to a 6 points lattice.

For the two-electron calculations, the complete system has a length of \(L = 36\) a.u. and
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is divided into an acceptor region (A) of width \(d_A = 15\) a.u., a donor region (D) of width \(d_D = 20\) a.u., and finally a barrier of width \(d_B = 1\) a.u.. The grid spacing is \(\Delta x = 0.2\) a.u. for all calculations. In the high-barrier case (I) the barrier height is \(V_B = 100\) a.u., whereas in the low-barrier case (II) the barrier height is \(V_B = 0.3\) a.u..

For three and four electrons, the complete system has a length of \(L = 2.4\) a.u., which we represent as a six-point lattice. To be as close as possible to the two-electron calculations, we choose an asymmetric setup, where 3 of the 6 points belong to the donor \((L_D = 1.2\) a.u.), 2 points belong to the acceptor \((L_A = 0.8\) a.u.) and the barrier is located on a single point \((L_B = 0.4\) a.u.). The grid spacing is \(\Delta x = 0.4\) a.u.. Since a stronger confinement of the electrons implies higher energies, we also adapted the barrier height \(V_B\): In the high-barrier case (I) the barrier potential is \(V_B = 2000\) a.u. and in the low-barrier case (II) it is \(V_B = 100\) a.u.

For each barrier height \(V_B\) we vary the donor potential \(V_D\) while keeping the acceptor potential \(V_A\) fixed to zero. We scan 1000 different donor potentials \(V_D\), starting from a potential for which all electrons are located on the donor and ending at a potential for which all electrons are located on the acceptor. For two electrons we choose \(-0.3\) a.u. < \(V_D\) < \(0.3\) a.u., while we choose \(-6.0\) a.u. < \(V_D\) < \(11.0\) a.u. for three and four electrons. For each setup we calculate the exact \(N\)-electron ground-state wave function \(\Psi(x_1\sigma_1, \ldots, x_N\sigma_N)\), for both model electron-electron interactions \(\hat{V}_{ee}^{(1,2)}\), and extract the number of electrons on the acceptor \(N_A^{(1,2)}\) according to Eq. (C.6).

Panel a) of Fig. C.2 shows the number of electrons on the acceptor \(N_A\) as a function of \(V_D\) for a system with two electrons for both electronic interactions \(\hat{V}_{ee}^{(1,2)}\) for the high-barrier case (I). For small donor potentials \(V_D\), both electrons are localized on the donor.

If we increase \(V_D\), first one electron, and then the other one tunnels to the acceptor. This increases \(N_A\) from zero to one, and then to two. Panel c) describes the same situation for the low-barrier case (II). The behaviour differs clearly in the abruptness of the tunneling: in case (I) the increase of electrons on the acceptor follows an almost perfect step function, leading to an integer number of electrons in each subsystem for any given gate voltage \(V_D\). In contrast, in case (II), the increase is broadened, leading to fractional charges on donor and acceptor for a small window of donor potentials. As Fig. C.2 shows, the transfer of charge takes place at particular gate voltages, which define the tunneling points. While in the high-barrier case (I), the tunneling points are clearly defined due to the mentioned sudden transfer of electrons, for lower barriers one must
define a tunneling point as a local maximum of the first derivative of the charge on the acceptor $N_A$ with respect to the donor potential $V_D$:

$$TP = \max_{\text{local}} \frac{dN_A}{dV_D}.$$  \hfill (C.7)

For better visualization, we normalize this derivative to its global maximum in the lower panels of Fig. C.2. Note, that different peak heights result from different peak widths due to the broadening plus the fact, that exactly one electron tunnels at each tunneling point, i.e. $\int_{TP} dV_D \frac{dN_A}{dV_D} = 1$. The derivative as a function of the donor potential is shown in panel b) for the high-barrier case (I) and in panel d) for the low-barrier case (II), i.e. they are shown directly below the respective densities. Results for both electronic interactions $\hat{V}_{ee}^{(1,2)}$ are shown together. One sees, that the tunneling points for the full interaction $\hat{V}_{ee}^{(1)}$ are shifted towards zero with respect to the truncated interaction $\hat{V}_{ee}^{(2)}$. 

Figure C.2.: (Top) The number of electrons on the acceptor $N_A$ as a function of the donor potential $V_D$ for the case of $N = 2$ for the truncated electron-electron interaction $\hat{V}_{ee}^{(2)}$ (C.4), and for the full electron-electron interaction $\hat{V}_{ee}^{(1)}$ (C.3). Panels a) and b) display to the high-barrier case, and c) and d) display the low-barrier case. For comparison a) shows in grey the result as obtained by DFT calculations using the LDA functional. (Bottom) The derivatives of the number of electrons on the acceptor with respect to the donor potential $\frac{dN_A}{dV_D}$ normalized to its maximum. The tunneling points are identified by the local maxima of $\frac{dN_A}{dV_D}$. The vertical lines show the predicted tunneling points, in blue for the IP-EA prediction (C.11), and in green for the predictions corrected with the Hartree interaction $C_H$ (C.18).
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In general, a system of $N$ electrons exhibits $N$ tunneling points. In the following we will show how these tunneling points can be predicted performing calculations on the isolated subsystems, both for the truncated interaction $\hat{V}_{ee}^{(2)}$, and more importantly for the full electron-electron interaction $\hat{V}_{ee}^{(1)}$.

C.3.1. Tunneling Points From Ionization Potential and Electron Affinity

![Figure C.3.: The external potentials of the isolated subsystems (dashed red). These were used to calculate the ionization potentials, the electron affinities and the wave functions of the isolated subsystems. On the left we show the potential $V_{ext}^A(x)$ of the isolated acceptor, on right side we display the potential $V_{ext}^D(x)$ of the isolated donor. For comparison $V_{ext}(x)$ of the combined system is shown underlying in black.](image)

By just looking at the isolated acceptor and donor system, one may expect tunneling to occur when the ionization potential of the donor and the electron affinity of the acceptor align. In fact, for non-interacting electrons the tunneling points coincide with the alignment of the one-particle energy levels. In order to define the energy levels for the subsystems, we split the complete system into two isolated subsystems, whose external potentials are given in Fig. C.3.

The ionization potential $IP$ and the electron affinity $EA$ of a general system with $N$ electrons read

\[
\begin{align*}
IP(N) &= E(N) - E(N - 1), \quad (C.8a) \\
EA(N) &= E(N + 1) - E(N). \quad (C.8b)
\end{align*}
\]
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Changing the donor potential $V_D$ has only a small effect on the wave function, unless we cross a tunneling point. We, therefore, approximate the energy on the donor by
\[
E_D(N, V_D) \approx E_D^0(N) + NV_D.
\]
(C.9)

with $E_D^0(N)$ being the energy on the donor at $V_D = 0$, i.e. we neglect the change in the wave function. For the case of an infinitely high barrier Eq. (C.9) is exact. Since the potential of the acceptor is fixed to zero for all calculations, i.e. $E_A = E_A^{(0)}$, we can now align the ionization potential of the donor, $IP_D$, and the electron affinity of the acceptor, $EA_A$, by adjusting $V_D$ and changing the total energy of the $N$ electrons on the donor by $N \times V_D$. For a system with $N$ electrons in total, being divided into $M$ on the acceptor and $N - M$ on the donor, aligning $IP_D$ and $EA_A$ leads to the condition
\[
TP_M : IP_D(N - M) \overset{!}{=} EA_A(M)
\]
(C.10)

for the M-th tunneling point, which leads to the following alignment condition for the donor potential $V_D$
\[
V_D(TP_M) \overset{!}{=} E_A^0(M + 1) + E_D^0(N - M - 1)
- [E_A^0(M) + E_D^0(N - M)].
\]
(C.11)

This allows us to estimate the tunneling points of the combined system from the knowledge of properties of the isolated subsystems. In the following we refer to this as the IP-EA approach. Note, that the interwell interaction $\Delta \tilde{V}_{ee}$ does not affect the energies $E_A(N)$ and $E_D^0(N)$.

For $N = 2$ electrons, we find two tunneling points, which in this IP-EA approach are predicted by
\[
V_D(TP_0) \overset{!}{=} E_A^0(1) + E_D^0(1) - E_D^0(2),
\]
(C.12a)
\[
V_D(TP_1) \overset{!}{=} E_A^0(2) - E_A^0(1) - E_D^0(1).
\]
(C.12b)

$V_D(TP_0)$ and $V_D(TP_1)$ for two electrons are shown in Fig. C.2 as dashed blue lines. They almost exactly reproduce the tunneling points of the Hamiltonian $\hat{H}^{(2)}$, where electrons from different subsystems do not interact. One can now start from this IP-EA approach, and find the necessary corrections to predict the tunneling points for the full Hamiltonian.
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\[ \hat{H}^{(1)} \].

C.3.2. Energy Corrections

In the following we present a scheme to include the electron interaction \( \Delta \hat{V}_{ee} \) between donor and acceptor in order to compute the \( TP^{(1)} \) of the fully interacting Hamiltonian. The interaction between \( M \) electrons on the acceptor with \( N-M \) electrons on the donor can be calculated by constructing an approximate many-body ground-state wave-function \( \Psi(x_1\sigma_1, \ldots x_N\sigma_N; V_D) \) of the fully interacting Hamiltonian \( \hat{H}^{(1)} \) for the respective donor potential \( V_D \), as an antisymmetric product wave function from the \((N-M)\)-electron wave function of the donor and the \( M \)-electron wave function of the acceptor. The so-constructed \( \Psi(x_1\sigma_1, \ldots x_N\sigma_N; V_D) \) approximates the ground-state wave-function of \( \hat{H}^{(1)} \) in the range of \( V_D(\text{TP}_{M-1}) < V_D < V_D(\text{TP}_M) \), which is the range of \( V_D \), where \( M \) electrons are localized on the acceptor and \( N-M \) are localized on the donor. Having approximated the wave function of the fully-interacting system, we can calculate the expectation value of the electronic intersystem interaction

\[ V(M, N-M) = \langle \Psi(x_1\sigma_1, \ldots x_N\sigma_N; V_D)|\Delta \hat{V}_{ee}|\Psi(x_1\sigma_1, \ldots x_N\sigma_N; V_D) \rangle, \quad \text{(C.13)} \]

and use it to correct the prediction of the tunneling points for the fully interacting Hamiltonian, which yields

\[ V_D(\text{TP}_M) \overset{1}{=} E_A^0(M+1) + E_D^0(N-M-1) \]
\[ + V(M+1,N-M-1) \]
\[ - [E_A^0(M) + E_D^0(N-M) + V(M,N-M)]. \]

(C.14)

For our two-electron case, this results in

\[ V_D(\text{TP}_0) \overset{1}{=} E_A^0(1) + E_D^0(1) - E_D^0(2) + V(1,1), \]
\[ V_D(\text{TP}_1) \overset{1}{=} E_A^0(2) - E_A^0(1) - E_D^0(1) - V(1,1). \]

(C.15a)

(C.15b)

Note, that \( \Delta \hat{V}_{ee} \) can be seen as a perturbation to the Hamiltonian \( \hat{H}^{(2)} \). Therefore, (C.13) is the first-order correction to the total energy of \( \hat{H}^{(2)} \).
Figure C.4.: a) Hartree correction (C.18) and b) exchange correction (C.19) for high-barrier case (I) (orange) and low-barrier case (II) (red). The vertical dashed blue lines show the tunneling points of case (II) as predicted by the IP-EA approach. They mark the donor potentials $V_D$, where in the naive correction scheme the energy corrections to predict the tunneling points of the fully interacting system would be calculated. For the high-barrier case (I), the corrections can be calculated at any point. The strong increase of the energy corrections of case (II) is due to the break-down of our wave function approximation, which is caused by the delocalization of the donor wave-function $\varphi_D$ for donor-potentials $V_D$ which are at the order of the barrier height $V_B$.

For two electrons and a spin-independent Hamiltonian, the ground state is a singlet wave function. For the range of $V_D$ where one electron is on the donor and one electron is on the acceptor, the wave function of the complete system can be approximated by

$$\Psi(x_1\sigma_1, x_2\sigma_2) = \frac{1}{\sqrt{4(k^2 + 1)}} \left[ |\uparrow\downarrow\rangle - |\downarrow\uparrow\rangle \right] \times \left[ \varphi_A(x_1)\varphi_D(x_2) + \varphi_D(x_1)\varphi_A(x_2) \right]$$  \hspace{1cm} (C.16)

where $\varphi_D(x)$ and $\varphi_A(x)$ are the normalized spatial parts of the single-electron wave functions of donor and acceptor, respectively, and $k := \int dx \varphi_D(x)\varphi_A(x)$ is the overlap between them, which depends on $V_B$ and $V_D$. To get the interaction energy between electrons which are localized in different subsystems, we evaluate (C.13) with the ap-
C.3. EXACT CALCULATIONS

proximate wave-function (C.16). This leads to

\[ V(1,1) = \langle \Psi(x_1\sigma_1, x_2\sigma_2) | \Delta \hat{V}_{ee} | \Psi(x_1\sigma_1, x_2\sigma_2) \rangle = \frac{C_H}{k^2 + 1} + \frac{C_X}{k^2 + 1}, \]

(C.17)

with

\[ C_H = \int dx \int dx' \frac{\varphi_D(x) \varphi_D(x') \varphi_A(x') \varphi_A(x)}{\sqrt{(x - x')^2 + 1}} \]

\[ C_X = \int dx \int dx' \frac{n_D(x) n_A(x')}{\sqrt{(x - x')^2 + 1}} \]

(C.18)

(C.19)

describing the Hartree interaction between the electron on the donor with the electron on the acceptor and describing the exchange.

The fact that our subsystems are well separated even in the low barrier case implies that the overlap \( k \) is small. For the high barrier case (I) \( k = 0 \) for all \( V_D \), while for the low-barrier case (II) \( k < 0.04 \) for all values of \( V_D < TP_1^{(2)} \). In consequence, the normalization prefactor is close to 1 and the dependence of the corrections on \( V_D \) via the normalization prefactor is negligible in the intervals where the approximation is valid. Hence, the prefactor can be neglected.

The first-order Hartree correction as a function of \( V_D \) for case (I) and case (II) is shown in panel a) of Fig. C.4, while panel b) shows the first order exchange correction. The exchange correction for the high-barrier case (I) is zero on the scale of the plot. In the high-barrier case (I) the Hartree and exchange interactions are independent of the donor potential \( V_D \), because the wave function is the same for all \( TP_0 < V_D < TP_1 \) due to the very high barrier. In contrast in the low-barrier case (II) the change of the donor potential \( V_D \) results in a change of the effective barrier height which is seen by the electron on the donor. The larger \( V_D \) the smaller is the effective barrier height and the more density penetrates into and through the barrier. Therefore, the electronic densities in the two systems approach each other, resulting in an increase of the energies. In consequence, for small barriers, where the change of the donor wave function due to the change in \( V_D \) is not negligible, it is not clear at which values of \( V_D \) the energy correction \( C_H + C_X \) should be evaluated.
APPENDIX C. MANY-BODY TUNNELING IN EXACT AND DENSITY FUNCTIONAL THEORY

A naive approach would to evaluate the energy corrections for each $TP^{(1)}_M$ using the correction energies that are obtained at the tunneling points predicted by the IP-EA approximation. Even though this appears intuitive, it leads to incorrect results. As it can be seen in panels a) and c) of Fig. C.2, the truncated Hamiltonian $\hat{H}^{(2)}$ produces a plateau with electron-electron distribution $(1, 1)$, that is longer than the plateau of the fully interacting Hamiltonian $\hat{H}^{(1)}$. The tunneling points $TP^{(2)}_M$ of $\hat{H}^{(2)}$, where we would evaluate the corrections $V(1,1,V_D)$ are located in a region, where the fully interacting electron distribution is $(0, 2)$ for $TP_0$ and $(2, 0)$ for $TP_1$. Therefore, the naive approach evaluates the energy correction in a region of $V_D$, where the approximate wave-function $\Psi(x_1\sigma_1,x_2\sigma_2)$ (C.16) is not valid. For a high enough barrier this does not make a big difference, since the single-electron wave-function $\varphi_D$ is not sensitive to changes in the potential $V_D$. It is a problem for barriers that are low in comparison to $V_D$. This can be seen in Fig. C.4. Here, the IP-EA approach predicts a first tunneling point, that is shifted so far, that for the single well calculation, the electron is not bound in the donor subsystem anymore. This delocalization in the subsystem calculation leads to a fast increase in Hartree and exchange correction, as can be seen for $V_D > 0.1$ a.u.. This makes this naive approach rather unreliable.

A possible alternative is to evaluate the corrections at $V_D = 0$. Even though this method has in principle the same drawback, it has the advantage, that it evaluates the energy corrections for the same potential, where the energies $E_D(1), \ldots E_D(N)$ are calculated. Therefore, the energy correction scheme breaks down at the same point, where the calculation of the energies $E_D(1), \ldots E_D(N)$ does and no further uncertainties are added.

We now compare the size of Hartree and exchange corrections and their significance for the correction of the tunneling points. $C_H$ describes the Hartree interaction between electrons on the donor with electrons on the acceptor. It is a classical electrostatic energy, that depends only on the densities and does not require any wave function overlap. In contrast, the exchange energy is small for small overlaps $k$, and zero if the subsystem wave-functions do not overlap at all. Therefore we expect the exchange correction to be small in comparison to the Hartree correction, which does not require any wave function overlap. This is confirmed by our calculations: it is on average about two orders of magnitude smaller, and therefore it can be neglected. The Hartree corrected predictions for the tunneling points of the fully interacting Hamiltonian $\hat{H}^{(1)}$ are shown in Fig. C.2 as green dashed lines. We see that Hartree correcting the IP-EA predicted
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tunneling points $TP^{(2)}_M$ already gives a good agreement with the true tunneling points of the fully interacting Hamiltonian. We also note, that the Hartree interaction overcorrects the predictions. This could in principle be compensated by extending the perturbation approach to higher orders.

C.3.3. Three and Four Electrons

![Graphs showing number of electrons on the acceptor $N_A$ as a function of the donor potential $V_D$ in the low-barrier case (II) for $N = 3$ (orange) and $N = 4$ (violet) electrons. For comparison, the case of $N = 2$ electrons is shown in black. A system of $N$ electrons exhibits $N$ tunneling points. The behaviour of three and four electrons is qualitatively similar as the one of two electrons. (Bottom) The derivative $dN_A/dV_D$ as a function of the donor potential for $N = 3$ and $N = 4$. In each panel, the predicted tunneling points are shown as dashed vertical lines. The light orange (violet) dashed line shows the IP-EA predicted tunneling points, the slightly darker orange (violet) dashed line the Hartree corrected predictions.]

Fig. C.5 shows in the top panels a) and c) the number of electrons on the acceptor $N_A$ for three (orange) and four (violet) electrons for the low-barrier case (II). The behaviour of two electrons (black) is shown for comparison. A system with $N$ electrons exhibits $N$ tunneling points, but except for that, the functional line shape is similar to the one of the two electrons system, which was analyzed in detail before. It is interesting to note the differences of the plateau widths for the cases of three and four electrons. For closed shell systems, the tunneling points appear in pairs of two, whereas the ones in open shell
system appear isolated.

This can be explained already at the level of non-interacting electrons. For very narrow wells, the energy-levels of non-interacting electrons are far apart in energy. Therefore, the level spacing is bigger than the energy splitting due to the electron-electron interaction of electrons in the same spatial non-interacting energy level. The difference of the IP of a system with \(2n\) electrons and the same system with \(2n - 1\) electrons is much smaller than the difference between the IP of the system with \(2n - 1\) and the IP of the system with \(2n - 2\) electrons, i.e.

\[
|IP(2n) - IP(2n - 1)| \ll |IP(2n - 1) - IP(2n - 2)|, \quad (C.20a)
\]

and analogous for EA

\[
|EA(2n) - EA(2n + 1)| \ll |EA(2n + 1) - EA(2n + 2)|. \quad (C.20b)
\]

Basically, IP and EA always appear in pairs. This pair structure is inherited by the tunneling points. The difference between open-shell and closed shell calculations is that for the closed-shell calculations, two tunneling points in a row either keep IP and EA in the same pair or both IP as well as EA change the pair. If both stay in the same pair, the tunneling points are close together, if both change, i.e. new energy levels are involved on both donor and acceptor, and then the tunneling points are further apart. In contrast, for the open-shell calculations, for every tunneling point either IP or EA changes from one pair to the next, but never both. For the closed-shell calculations, the width of the plateaus with odd numbers of electrons in the subsystems is mainly governed by the Coulomb interaction of electrons, that would sit in the same one-particle level, the width of the plateaus with even numbers of electrons is mainly governed by the energy level spacing. For completely non-interacting electrons, the odd plateaus vanish, whereas the even ones persist. In contrast, for open-shell calculations, the level spacing plays a role in all of the plateau lengths: even in the case of non-interacting electrons, all plateaus persist.

Furthermore, the tunneling points of three electrons seem to lie in the middle of the odd plateaus of the closed-shell calculations. This is due to symmetry of donor and acceptor. For a completely symmetric setup, the tunneling points of three electrons would in fact lie exactly in the middle.
We now apply our correction scheme for the tunneling points of the fully interacting Hamiltonian $\hat{H}^{(1)}$ to the three and four electron calculations. The bottom panels of Fig. C.5 show the derivatives $dN_A/dV_D$ of the interacting number of electrons on the acceptor $N_A^{(1)}$ for three (b) and four (d) electrons. The vertical dashed lines show the exact tunneling points. The light lines show the IP-EA predictions, the darker lines the tunneling points, that were corrected with our derived scheme. We see, that also for three and four electrons our correction scheme gives a good agreement with the exact tunneling points. Again, we see, that the scheme slightly overcorrects the energies.

C.3.4. Lineshape of Electronic Transport

Figure C.6.: Tunneling of (top) three and (bottom) four electrons in a 9-site model. The figure shows the numerical data in comparison with our model, both for the full and the truncated interaction. In both cases, our model reproduces the numerical results on the shown scale. Figs. C.7 and C.8 show zooms into the relevant regions for three and four electrons respectively.

The tunneling behaviour can be characterized by two things: the tunneling point, i.e. the gate voltage at which electrons tunnel, and the functional shape of the number of electrons on the acceptor $N_A$ as a function of the donor potential $V_D$. In the last sections, we have discussed the voltage, in the following we would like to find a simple
mathematical model in order to give an analytical expression for the shape.

To this end, we assume, that the tunneling process can be described by two energy levels: one on the donor and one on the acceptor, coupled to each other by a coupling term $\tau$. This situation is described mathematically by the two-level Hamiltonian

$$\hat{H} = \begin{pmatrix} 0 & \tau \\ \tau & V_D \end{pmatrix}. \quad (C.21)$$

Here, the on-site potential at the acceptor is zero, the on-site potential of the donor is $V_D$ and is assumed to be variable as in the previous calculations. The coupling of the two sub-systems is given by $\tau$, which mimics a higher or lower barrier.

The Hamiltonian (C.21) yields the energy eigenvalues

$$\varepsilon_{1/2} = \frac{1}{2} V_D \pm \frac{1}{2} \sqrt{V_D^2 + 4\tau^2}, \quad (C.22)$$
and the corresponding eigenvectors

$$\Psi_{1/2} = \frac{1}{A_{1/2}} \left( \frac{-V_D \mp \sqrt{V_D^2 + 4 \tau^2}}{2 \tau} \right)$$  \hspace{1cm} (C.23)$$

with the normalization factor

$$A_{1/2} = \sqrt{1 \mp \frac{V_D^2}{4 \tau^2} + 4 \tau^2}. \hspace{1cm} (C.24)$$

Since we are interested in the number of electrons on the acceptor, we calculate the respective electronic densities

$$n_1 = \frac{1}{2} \left( \frac{1 + \frac{V_D}{\sqrt{V_D^2 + 4 \tau^2}}}{1 - \frac{V_D}{\sqrt{V_D^2 + 4 \tau^2}}} \right)$$  \hspace{1cm} (C.25a)$$

Figure C.8.: Comparison of the tunneling behaviour predicted by our model and the corresponding numerical data for an asymmetric double-well potential with four electrons (zoom into the regions of the different tunneling points).
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and of the excited state

\[
    n_2 = \frac{1}{2} \left( 1 - \frac{V_D}{\sqrt{V_D^2 + 4\tau^2}} \right), \tag{C.25b}
\]

where

\[
    N_A(V_D) = \frac{1}{2} \left( 1 + \frac{V_D}{\sqrt{V_D^2 + 4\tau^2}} \right). \tag{C.26}
\]

gives us the number of electrons on the acceptor for the ground state in dependence of the coupling term \(\tau\).

Since we have a step for each tunneling point and one tunneling point per electron in the system, taking into account that we have to place the steps at the right points \(TP_m\), we find for general overall shape of \(N_A\)

\[
    N_A(V_D) = \frac{N}{2} + \frac{1}{2} \sum_{m=0}^{N-1} \left( \frac{V_D - TP_m}{\sqrt{(V_D - TP_m)^2 + 4\tau_m^2}} \right). \tag{C.27}
\]

One sees, that the functional shape of the number of electron on the acceptor is governed by the coupling element \(\tau\). This coupling \(\tau\) is the energy splitting between the many-body energy levels at the tunneling point. In 1961, Herring used the continuity equation in combination with a two-term expansion of the wavefunction to obtain this energy splitting for the case of a single particle in a symmetric double-well potential as \[240\]:

\[
    \tau = \left[ \varphi \frac{d\varphi}{dx} \right]_{x_0}, \quad \varphi = \varphi_A = \varphi_D \tag{C.28}
\]

This formula was adapted by Rastelli to asymmetric double-well potentials \[241\]:

\[
    \tau = \frac{1}{2} \left[ \varphi_A \frac{d\varphi_D}{dx} - \varphi_D \frac{d\varphi_A}{dx} \right]_{x_0}. \tag{C.29}
\]

Both of these cases are for single particle tunneling. To find an approximation to the energy splitting in the many-electron case, we define an auxiliary “excess-electron wave function”. To this goal, we define the “excess-electron density” of the N-th electron on
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donor/acceptor:

\[
\rho_{\text{excess},D/A}^N(x) = \rho_{D/A}^N(x) - \rho_{D/A}^{N-1}(x) \tag{C.30}
\]

Since we are interested in this quantity only at \(x_0\) under the barrier, where it is always positive, we can define the “excess-electron wave-function” at \(x_0\):

\[
\varphi_{\text{excess},D/A}^N(x_0) = \sqrt{\rho_{\text{excess},D/A}^N(x_0)} \tag{C.31}
\]

which can be used together with the Rastelli formula (C.29). Figure C.6 shows the results for a 9-site model, with a spacing of \(\Delta x = 0.2\) and four sites on the donor, three sites on the acceptor and two sites for the barrier, Figs. C.7 and C.8 show zooms of the results. As we see, the agreement between the numerical simulations and the predictions using Rastelli’s formula in combination with our “excess-electron wave function” is rather good. To further improve the results, we also implemented a second order correction. This requires a correction of densities and wavefunctions. One possibility is to recalculate the subsystem densities with an additional Hartree potential coming from the other subsystem. We found, that this gives vanishingly small contributions to the tunneling point corrections and does not change the lineshape noticeably.

C.4. Tunneling in Density-Functional Theory

We now compare the exact calculations for two electrons to calculations using DFT with different functionals. Firstly, we show that for two electrons in an asymmetric double-well potential, LDA and LDA-ADSIC do not reproduce the correct tunneling behaviour, but instead predict a continuous charge transfer from one well into the other. We then show, that the spin-polarized LDA-SIC using the Perdew-Zunger scheme (LDA-PZSIC) has multiple solutions and one of them does reproduce the correct density in the two-electron case. Unfortunately, this comes with the price of an incorrect spin density. We then analyze, how to use the LDA-PZSIC spin-resolved potentials to construct a KS-potential, that reproduces the correct spin-densities and analyze, how tunneling in DFT can be understood in terms of the KS eigenenergies.
C.4.1. Tunneling with Different Functionals

Figure C.9 shows the number of electrons on the acceptor \( N_A \) as a function of the donor-potential \( V_D \). The red line shows the exact many-body tunneling behaviour, the other lines the behaviour with different DFT functionals. One sees that neither LDA, nor LDA-ADSIC reproduce the step-like charge transfer from the donor to the acceptor, but instead predict a continuous behaviour. Furthermore, one finds, that LDA-SIC in the Perdew-Zunger scheme has multiple solutions. If one chooses the one with minimal energy, it reproduces the step-like behaviour of the exact calculations as shown in Figure C.9.

Figure C.9.: Number of electrons on the acceptor as a function of donor potential \( V_D \) for two electrons in an asymmetric double-well potential. The red line indicates the exact many-body solution, the other lines DFT solutions with different functionals: LDA (green), LDA-ADSIC (blue) and spin-polarized LDA-PZSIC (pink). The spin-polarized LDA-PZSIC solution has multiple solutions. If one chooses the one with minimal energy, it exhibits a step-like behaviour like the exact solution.

Nevertheless, even though, the total density is reproduced well, the spin-resolved density is not. If we had the exact functional, the density would be correct for a closed-shell
calculation, with both electrons occupying the same orbital. This leads to the question, if we can use the correct behaviour with respect to the overall density of the spin-polarized LDA-PZSIC calculations to construct the correct spin-unpolarized KS potential.

C.4.2. Constructing the Exact KS Potential for Tunneling

As a first step, we compare the exact KS potential with the spin-resolved potentials of the spin-polarized LDA-PZSIC calculations. The exact KS potential can be obtained from the exact density through inversion [185]:

\[
 v_{KS}(r) = \frac{1}{2} \frac{\nabla^2 \sqrt{n(r)}}{\sqrt{n(r)}} + \epsilon_1 \tag{C.32}
\]

Fig. C.10 shows the exact KS-potential on the left, the spin-resolved KS-potentials in the middle and the LDA potential on the right, each together with their respective ground-state densities. The top row shows the situation, where both electrons sit on the donor, the middle row shows the situation where one electron sits on the donor and the other one on the acceptor and the bottom row shows the situation, where both electrons sit on the acceptor.

In the exact case (left column), the first thing, that jumps into one’s eye, is the peak in the KS-potential, which forms between the two densities. This is the well-known peak, that is necessary to keep the two electrons apart [185]. If we now compare this peak structure to the spin-dependent KS-potentials in the case of the spin-polarized LDA-PZSIC calculation (center column), we find, that the two spin-dependent KS-potentials seem to form a similar structure between the two of them. As a comparison, the KS-potential of the LDA calculations (shown in the right column) is completely different from the exact one in all three cases. In the following, we would like to use the two spin-polarized PZSIC KS potentials to construct a new KS potential, which reproduces the correct density without the need of breaking the spin-symmetry. In order to do so, we follow the steps:

I Perform a spin-polarized calculation using the LDA-PZSIC functional.

II Combine the two spin-resolved KS-potentials plus possible modifications to a new KS potential \( V_{\text{eff}} \).

III Assuming, that \( V_{\text{eff}} \) is the correct KS-potential, solve the Schrödinger equation for
Figure C.10.: KS potentials $v_{KS}$ and the respective ground-state densities for exact, spin-polarized LDA-PZSIC and LDA calculations. The top row shows the situation where both electrons are on the donor, the middle one, the one, where one is on the donor, one has already tunneled to the acceptor and the bottom row shows the situation where both electrons have tunneled to the acceptor. The left column shows the exact $V_{KS}$ (red) with its respective density (blue), the middle one the spin-polarized LDA-SIC potentials (red and green) with their respective spin-densities (blue and pink) and the right column finally shows the LDA potential (red) with its density in blue. Note, that the offsets of the potentials are arbitrary and have no physical meaning.

independent particles in the potential $V_{eff}$ to get the non-interacting wave functions.

IV Occupy the non-interacting wave functions with two electrons and calculate the resulting density. This density should then reproduce the correct density and because
we are not performing spin-polarized calculations, the correct spin-densities. The difficult step is to design a recipe to construct $V_{\text{eff}}$. First, we take the minimum of the two spin-polarized potentials $V_\uparrow$ and $V_\downarrow$ in order to take advantage of the before-mentioned peak, that is formed between both. If we compare the resulting potential with the exact one, we find, that the offset between the wells is wrong and that, whilst it has a bit of a peak in the region between the two peaks in the electronic density, the peak is not high enough. We therefore recall \cite{185}, where the exact KS-potential for two electrons in a double-well potential in the stretched limit was found to be

$$V_{KS} = V_{\text{ext}} + S_{11} + P_{11}$$

with the external potential $V_{\text{ext}}$, the step-like structure

$$S_{11} = \frac{I_1 n_1 + I_2 n_2}{n_1 + n_2}, \quad (C.33)$$

and the peak-like structure

$$P_{11} = \frac{\left(\sqrt{n_1} d_x \sqrt{n_2} - \sqrt{n_2} d_x \sqrt{n_1}\right)^2}{2(n_1 + n_2)^2}. \quad (C.34)$$

It is therefore only natural to add these structures by using the spin-polarized densities with $n_1 = n_\uparrow$ and $n_2 = n_\downarrow$. Thus, we construct our potential $V_{\text{eff}}$ as

$$V_{\text{eff}} = \min \left(V_\uparrow, V_\downarrow\right) + S_{\uparrow\downarrow} + P_{\uparrow\downarrow}$$

$$= \min \left(V_\uparrow, V_\downarrow\right) + \frac{I_\uparrow n_\uparrow + I_\downarrow n_\downarrow}{n_\uparrow + n_\downarrow} + \frac{\left(\sqrt{n_\uparrow} d_x \sqrt{n_\downarrow} - \sqrt{n_\downarrow} d_x \sqrt{n_\uparrow}\right)^2}{2(n_\uparrow + n_\downarrow)^2}$$

$$= \min \left(V_\uparrow, V_\downarrow\right) - \frac{\varepsilon_\uparrow n_\uparrow + \varepsilon_\downarrow n_\downarrow}{n_\uparrow + n_\downarrow} + \frac{\left(\sqrt{n_\uparrow} d_x \sqrt{n_\downarrow} - \sqrt{n_\downarrow} d_x \sqrt{n_\uparrow}\right)^2}{2(n_\uparrow + n_\downarrow)^2} \quad (C.35)$$

where $I = -\varepsilon$, because the orbitals in question are the HOMO orbitals.

Applying this scheme, we find that the so-constructed KS-potential $V_{\text{eff}}$ indeed displays a Coulomb blockade plateau, even though it is not wide enough: Figure C.11 shows the number of electrons on the acceptor $N_A$ as a function of the donor potential $V_D$ in the exact case, as obtained by spin-polarized LDA-PZSIC, confining the solution to the
Figure C.11.: Number of electrons on the acceptor $N_A$ in dependence of the donor potential $V_D$ for the exact case, as obtained with the wrong spin-symmetry with spin-polarized LDA-PZSIC, with our proposed scheme with the correct spin-symmetry using $V_{\text{eff}}^{(i)} = \min (V_{\uparrow}, V_{\downarrow})$, $V_{\text{eff}}^{(ii)} = \min (V_{\uparrow}, V_{\downarrow}) + S_{\uparrow\downarrow}$, and $V_{\text{eff}}^{(iii)} = \min (V_{\uparrow}, V_{\downarrow}) + S_{\uparrow\downarrow} + P_{\uparrow\downarrow}$. $V_{\text{eff}}^{(i)}$ does not produce a plateau, $V_{\text{eff}}^{(ii)}$ produces first hints of a plateau in the center and $V_{\text{eff}}^{(iii)}$ produces a plateau, even though it is still too narrow. LDA is shown for comparison.

branch with minimal energy and using our developed scheme using (i) $V_{\text{eff}}^{(i)} = \min (V_{\uparrow}, V_{\downarrow})$, (ii) $V_{\text{eff}}^{(ii)} = \min (V_{\uparrow}, V_{\downarrow}) + S_{\uparrow\downarrow}$ and (iii) $V_{\text{eff}}^{(iii)} = \min (V_{\uparrow}, V_{\downarrow}) + S_{\uparrow\downarrow} + P_{\uparrow\downarrow}$. One sees that just taking the minimum of the potentials is not enough. We need to add the step structure $S_{\uparrow\downarrow}$ to get a bend in the $N_A$ curve. Finally, by additionally adding the peak $P_{\uparrow\downarrow}$, we obtain a real plateau, even though it is too narrow.

But what is happening here? How can we explain, what step and peak do? And how can we relate this to the results, that we know about many-particle tunneling? The answer lies in the KS-eigenvalues.
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C.4.3. Eigenenergies - Exact vs. DFT

In many-particle tunneling, we know that tunneling points are situated at avoided crossings between energy levels that have spatially different electronic densities. The tunneling point energy is determined by the avoided crossing, and the energy splitting at the avoided crossing defines the curvature of the tunneling curve at this point.

We wish to determine if this relationship between avoided crossings and tunneling points is reproduced at the DFT level. The answer can be found in Figure C.12, which shows the KS eigenvalues as a function of the donor potential $V_D$ for the different constructed potentials, in comparison to the eigenvalues of the exact KS potential, which was obtained by inversion using Eq. (C.32). In contrast to the many-body eigenenergies, which have avoided crossings at the tunneling points, the two lowest eigenvalues of the exact KS
potential are (almost) degenerate for the whole length of the plateau. This can be understood as follows. In the KS case, both electrons occupy a single orbital. In the Coulomb blockade plateau region, this one-particle orbital is spread over both wells. From the many-body calculations, we know, that this is the case only at the many-body tunneling points with (almost) degenerate orbitals. Therefore, the KS potential has to mimic this situation over the whole plateau length. This is very well illustrated in panel (ii) of Fig. C.12, which shows the eigenvalues of the potential $V_{\text{eff}}^{(i)} = \min \left(V_{\uparrow}, V_{\downarrow}\right)$. Here, the two lowest eigenvalues are very close in energy only at a single donor potential $V_D$, which is precisely the only point, where one electron is on the donor and one on the acceptor (see blue line in the top panel).

The job of step and peak is to create this near degeneracy by closing the gap between the first and the second KS-eigenvalue. The main work is done by the step: In panel (iii) (which corresponds to the pink line in the top panel) the two lowest eigenvalues are close in energy over a certain energy range already. If we now also add the peak (panel (iv)), the difference between the eigenvalues is decreased even more and the Coulomb plateau (bright blue line in top panel) becomes even wider.

It is worth noting, that for LDA (not shown), the (near) degeneracy between first and second eigenenergy is present during the whole time of constant charge transfer; LDA’s problem is purely the delocalization of the eigenstates.

### C.5. Summary

In this appendix, we have analyzed tunneling in many-particle systems (in practice two, three and four particles), first exactly, then from a DFT point of view. First, we have looked at exactly solvable model Hamiltonians. Here, we analyzed how the resonance conditions for tunneling differ in a fully-interacting system from a system, where donor and acceptor do not interact. We found, that aligning the ionization potential of the donor with the electron affinity of the acceptor predicts the tunneling points of a Hamiltonian, where electrons on the donor do not interact with the electrons on the acceptor. We then developed a scheme to correct the resonances predicted by this alignment to get the fully-interacting resonances, based on only the densities of the subsystems. Being able to neglect the exchange interaction, we learned that we can construct a correction scheme for the tunneling points in the case of interacting subsystems, where the correction only
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depends on the respective subsystem densities. This scheme is therefore easily applicable to any DFT or Hartree-Fock calculation. Finally, we analyzed the tunneling line shapes. We found, that we can adapt the formula developed by Herring for single particles in symmetric wells and adapted by Rastelli for single particles in asymmetric double wells to many particles by defining an excess-density wave function.

We then proceeded to look at the DFT description of many-particle tunneling. We showed, that DFT using the LDA or the LDA-ADSIC functionals is not able to correctly predict the tunneling behaviour in an interacting two-electron system. Only the spin-polarized LDA-SIC approximation using the Perdew-Zunger scheme is able to predict the correct density, but does so by using incorrect spin-densities. We then compared the exact KS-potential, which was obtained from inverting the exact solution, to the different potentials in LDA, LDA-SIC, etc. We then found that one can use the spin-polarized, self-interaction corrected potentials to obtain a solution with the correct spin-resolved densities.

Finally, we found, that while in many-body tunneling, the many-particle energy levels show avoided crossings at the tunneling points, in the DFT case, the first and second eigenvalues are degenerate over the whole Coulomb-blockade plateau. This is one necessary condition for the KS eigenvalues in order to produce the correct description of the Coulomb-plateau in the description of tunneling.
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